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Abstract—In voting, the notion of receipt-freeness has been requirements should explicitly model the intruder’s kneuge.
proposed to express that a voter cannot gain any information to Based on his knowledge, the intruder can distinguish differ
prove that she has voted in a certain way. It aims to prevent vote {5-as. Moreover. the privacy of a voter in a voting system
buying, even when a voter chooses to renounce her privacy. Iso d d ’h h k led d wh h

In this paper, we distinguish various ways that a voter can also ep_en S op ow much knowledge (an_ W en) the voter
communicate with the intruder to reduce her privacy and classify Shares with the intruder. In [10], the toBroVerif is extended
these according to their ability to reduce the privacy of a voter. to check soment all) equivalences of [8], [9]. Recently,
We develop a framework combining knowledge reasoning and gutomatic verification techniques within the applied ptadis
trace equivalences to formally model voting protocols and define framework have been proposed by Backes, Hritcu and Maf-

vote privacy for the voters. Our framework is quantitative, in . - . .
the sense that it defines a measure for the privacy of a voter. (€ [11]. But their approach has its focus on remote eledtron

Therefore, the framework can precisely measure the level of voting protocols, and mainly deals with coercion-resiséan
privacy for a voter for any of the identified privacy classes. The The constructive approach of Jonker and de Vink [12] is a

quantification enables the framework to capture receipts that |ogical characterization of receipt-freeness, but thiskais in
reduce, but not nullity, the privacy of the voter. This has not 5 |aqs mature state and thus currently only leads itselfgo-hi
been identified and dealt with by other formal approaches. . . )
level analysis. Baskar, Ramanujam and Suresh [13] define a
|. INTRODUCTION language to specify voting protocols and use an epistergic lo
With the growth and commercialisation of the Interneto reason about receipt-freeness. Although it is relatigglsy
people become more and more concerned about their privd@express privacy properties based on logic of knowledgs, i
in the digital world. Privacy has been a fundamental prgpertather difficult to develop verification techniques withiich a
for systems which provide users e-services, ranging frowgical framework. Moreover, the aforementioned appreach
electronic voting to on-line auctions to health-care. only offer qualitative methods to analyse whether a voting
In voting, vote privacy is the property that an outsid@rotocol satisfies some privacy property, instead of affgri
observer cannot determine how a voter voted. Although thisethods to quantify privacy. However, a qualitative apploa
seems sufficient to ensure privacy, Benaloh and Tuinstra [&hves several possibilities for an intruder to reduce rvote
introduce receipt-freeness, which expresses that a vaterat privacy. Examples include forcing a voteot to vote for a
gain any information to prove to an intruder (someone tryingertain candidate, or determining at which end of the maliti
to force the voter to cast a specific vote) that she voted $pectrum was voted. We believe that computing the exact
a certain way. Receipt-freeness aims to prevent vote buyimpssible choices of a voter is the only way to detect such
even when a voter chooses to renounce her privacy. Anotlagtacks. In our view, any privacy reductor is a receipt, nist j
stronger notion of privacy is coercion-resistance [2]tista those that nullify privacy.
that a voter cannot cooperate with the intruder to prove howlIn this paper, we focus on vote buying, as it is more
she voted. Coercion-resistance also has received coablderscalable than coercion in elections [14], and we consider th
attention. These strong notions of privacy actually capthe possibilities for a voter to reduce her privacy, which wel cal
essential idea that privacy must be enforced by a votingesystvoter-controlled privacy The voter cansubjectivelyprovide
upon its users, instead offering it. We believe this showdd Ithe intruder information, to prove that she has voted in a
a crucial principle when designing voting systems. certain way in order to sell her vote. The intruder tries to
In the literature, many research efforts have been devotiad out whether the voter did vote as she said, based on
to ensure privacy properties for (electronic) voting. Sale his knowledge gained by observing the election and com-
schemes claiming to be receipt-free (e.g. [1], [3], [4]) davmunicating with the voter. The privacy of any voting system
been proposed and were later shown to have receipts [5], [BFgely depends on the possibilities afforded to the irgrud
[7]. Resolving this kind of situation underlines the need fao communicate with a voter. Voting literature [15], [5],][4
formal methods, which are mathematically based technitpuesuses the following types of information-hiding techniques
specify and verify systems. Several formalisations ofgoy ensure privacy: mixnets [16], blind signatures [17], honoom
properties in voting have been proposed. Delaune, Krenter grhic encryption [5]. Furthermore, private untappable orae-
Ryan [8], [9] develop their formalisation based on observahannels (voter to authority or authority to voter) or two-
tional equivalences of processes, whereas we believecgrivavay channels are often assumed [15], [5], [4]. The ability



to break privacy relies on the information acquired by thier the future.
intruder. Such channels provide a means to keep information

from the intruder and thus help privacy. However, inforroati

can be forwarded to the intruder by the voter. And vice This paper limits itself to studying privacy of a voting
versa, a voter could use information supplied by the intrudgystem at the protocol level. In the following we define the
(which then serves as a witness). These observations I6&#ting of our approach.

us to distinguish various independent ways that a voter c
communicate with the intruder to rescind her privacy an ] o )
classify them according to their ability to reduce the priva e call the type of elections studied in this pagerlv

of a voter. These classes are ordered according to privaf§POrt for “one voter, one vote”)lvlv elections have the
reducing ability, with the classic definition of receipeéness [0llowing properties:

of Benaloh and Tuinstra [1] being a weakest element in thise €very voter may cast one vote, and no more;

ordering. The goal of this paper is to provide a method for « €ach vote has equal weight;

quantifying privacy of voters within this ordering. « the election takes place in phases;

As made clear by Benaloh and Tuinstra []_], voter privacy » the cast votes (ballots) are made pUb'IC after the elections
depends on which knowledge the voter shares with the iRhases are used to synchronise all parties, e.g. for enakéng t
truder, and at what time during the protocol this knowledgeoting period. All voting systems have a well-defined endpoi
is shared. (This is captured by the ordering of the consp{publication of the result), and hence there are at least two
acy classes.) Therefore, we develop a framework combinipbases (prior to results and results). We assume the ballots
knowledge reasoning along the lines of [12], [13] and trace made public to enable public verification of the annodnce
equivalences of [8], [9] to formally model voting protocolsesults.
and define vote privacy for the voters. This enables us toWe assume that the way voters vote is independent from the
describe the knowledge of the intruder, as well as of otheoting process, which implies that the voters’ choices can b
entities in a voting protocol, at any point during executadn given a priori. We make this explicit by introducing a furocti
the system. To distinguish execution traces with respettido ~ that specifies for each voter how she votes.
current knowledge of the intruder, we adapt the reintegiet
function proposed by Garcia et al. [18]. The framework
quantitative, in the sense that it can precisely measuvagyi 10 enable application to existing voting systems, the fdrma
loss for any voter conspiring like one of the conspiracystas framework in Sect. Ill must encompass the privacy-enhancin
which is achieved by establishing choice groups for voter&chniques mentioned in the introduction. Below, thesé-tec
taking different communication mechanism between voteféques are briefly explained.
and the intruder into account, along the lines of anonymity ¢ Homomorphic encryptionis an encryption technique
groups as introduced by Mauw, Verschuren and de Vink [19] where an operation on two ciphertexts equals another
and Chothia et al. [20]. Thus, we can capture privacy reducin  operation on the plaintexts, i.e. for some operations

Il. SETTING

" Election type

iB- Privacy-enhancing techniques

(but not nullifying) attacks in vote buying, which have nen and® we have{piftr @ {p2lr = o1 © walfr-
identified and dealt with in other formal approaches. « Blind signingis a signing technique where the signing
Our contribution in this paper is twofold. First, we intraxu agent does not see what he is signing — it is blinded. An

a new formal framework combining knowledge reasoning often-used analogy is that of a sealed envelope with a
and trace equivalences to model and reason about voting letter and carbon paper in it. Anyone can sign the letter by
protocols. Second, we provide a quantitative definitionaigv signing the envelope, without opening the envelope. The
privacy, which can be used to quantify privacy and enables th  recipient can open the envelope (deblind the message) to
detection of some subtle attacks related to vote buying. The acquire the signed letter (message).

different cooperation modes of a voter and the intruder givee Mixnetsare a way to establish an anonymous channel
rise to a conspiracy ordering. between two parties. Each relaying node in the channel
Outline. In Sect. I, we define the setting of our framework.  permutates the sequence of input messages in output. To
In Sect. 11l a formal framework to model voting systems and  prevent directly matching input to output, several cryp-
its operational semantics is presented, which is followseé b tographic solutions may be used. For the purpose of this
guantitative definition of privacy in voting in Sect. IV, kb paper, a mixnet is assumed to be a correctly functioning
on knowledge reasoning and trace equivalences. In Sect. V, sender-anonymous channel (that is, the channel hides the
the ordering describing how the intruder and a voter can identity of the sender of a message, but not its contents
communicate is introduced, and how to measure the loss of or its recipient).

privacy within this ordering is formally defined. We perform « Untappable channelare often used assumptions in vot-
two case studies in Sect. VI and discuss the power of our ing literature. They strengthen the notion of a private
framework by identifying some new attacks which can only  channel. Using an untappable channel prevents the in-
be detected by a quantitative approach in Sect. VII. Fipally truder from learning the contents of any message com-
Sect. VIII concludes the paper and lists some research works municated, it also makes him unaware of any use of



the channel. Untappable channels may be either ore®ntains no variables. The set of variables of an open term
way or two-way. Sect. V discusses the consequencesané given byfv(p).

untappable channels in depth. Terms encrypted witlk: can be decrypted using the inverse

C. The intruder model key k~!. For symmetric encryptionk—! = k, whereas in

We consider a standard Dolev-Yao intruder [21] throughoﬁI ymmetric encryptionpk(a) denotes the public key and

—1 . . .
the paper. This intruder model can be characterised asvigillo ° (a) the se(_:ret key:™" of agenta. Signing is denoted as
encryption with the secret key.

o assumption of perfect cryp_tography - no cryptographic a closed termy matchesan open termy’ if ¢ and ¢
message can be opened without the correct key; have the same structure. This is captured by the predicate
« full network control - all messages sent on the publif,,¢ch: Terms x Terms as follows: match(oq, vp) =
network are read by the intruder; all received messages
on the public network are created or forwarded by the = ¥ Vogs € Vam, v . . ,
intruder; the intruder can also remove messages from thara: ¢h, k2 match(eg, 0p) A ((0a = {9t Ao = {93 1n) V

network. (wa/: ﬂ//cp;[fk Aoy = ﬂsoé[tk) v (¢a = [[so;]]/k Ay = [ep]x)))
V (300, Pas Ph b - Pa = (s Pa) N o = (6, 94 )N
[1l. M ODELLING VOTING SYSTEMS match(¢/,, ¢p) A match(ol), ¢)))

In th|§ section, we qevelop a formal .syn.tax and p.rowd\g riables represent unspecified terms. An example is the
semantics for expressing the communication behaviour 2

. Th is rudi i that i ter's choice: it is represented by variable until instan-
votmg_systems. e syntax Is rudimentary in that 't.exmes_stiated. Each agent captures assigned variables in a partial
behaviour of agents as a sequence of events. This restri

) ) . W&bpingua: Vars — Terms. The mapping of variablear
format serves the purpose of this paper (enabling reas@mng .o terme is denoted asiar — . The composition ofi

guantification of vote-privacy). Should more expressiity after ;1 is denoted by’ o ;i Variable mappings are extended

desired, the syntax can easily be extended (e.g. with dont{g open terms. For closed term, and matching open term

flow operators). op (I.e. match(p,, @p)), there exists a mapping such that
A. Syntax wu(pp) = @q. This variable mapping is captured by the function

. . m, wherevim(p,, =
A voting system consists of a set of vota/s who make a v vin(a, @)

choice of their preferred candidate from a set of candid@tes empty if oy € C U Nonces U Keys
and a set of authoritiedut who, e.g., verify eligibility of a Pb — Pa if ¢ € Vars
voter, and announce the final results. In a voting systensethe | V(¢ #;) if (va = {@a}r Ay ={pp}i)V
parties communicate terms. For ease of referedgents = (pa = {wulr A oo = {pplr)V
VU Aut. (o = [walk A ob = [@,]k),

As mentioned before, we assume that the way voters vote for somek € Keys
is independent of the voting process, and hence can be giverl v (©a, ©,) o vinleq, ¢y) if i = (¢}, ¢7),for i € {a, b}

A term ¢ may be derived from a set of termis (notation
T + ) if it is an element ofT" or if it can be derived by
repeatedly applying the following rules:

a priori. This is captured by the relation: V — C, which
specifies for each voter € V which candidate € C she votes
for (y(v)). Furthermore, we use projection functions: > 0

which return thei*” component of a tuple. TEo1, TE @y = TF (p1,p2)
The terms communicated in a voting protocol are built T+ (p1,02) = Tty

up from candidates i€, random numbers inVonces, and TF (¢1,92) = T+ s

cryptographic keys inKeys. The set of keys of a particular The, THE = T+ {o1}x

agentu is given byKeys,,. These basic terms can be composed T+ {¢1}, T+ k™1 = Tk

through pairing and encryption. Of the privacy primitives THe, THE = T+ {o1lx

mentioned in Sect. Il, both homomorphic encryption anddlin T+H{eile, THE? = Tty

signatures operate on terms. Hence, the term modellingsneed T F ¢, T Fk = T+ [e1]x

to accommodate this. T HAleilktska), THE = TF {01}

TH{eibe, TH{p2be = TF{p1® 2l

Definition 1 (terms) Given a setVars of variables, a sef of _ _
candidates, a seNonces of nonces, and a sekeys of keys, An agent’s knowledge is a set of terms closed under deriv-
ranged over byar, ¢, n and k, respectively. The clasgerms ability. Closure of a seti’ under derivability is defined as

of terms, ranged over by, is given by the BNF K ={¢| K ¢}. As proven in [13],T |- ¢ is decidable.
Terms are communicated between the agents. These com-
pu=war|c|n|k]| (o, e2) | {ote | {ehr | €]k munications may occur over public, anonymous, or untaggpabl

channels. The distinction between these channels willibeco

Terms may be paired ., 2)), encrypted with a key{(}), clear in the semantics for these channels.

homomorphically encrypted{¢[};) and blinded [¢]x). A
term is calledopenif it contains variables andclosedif it Definition 2 (events) The class of communication events



/

ko' Nsp=a: (kq,p,s(a,y,0)-0) € SAu(p)=¢

(public send) NER)
(K1,8) === (K1 U{@'}, S U{a: (kasp,0)} \ {5} )

Kit-oNsp=a: (ka,p,r(z,a,¢")-0) € SAp' =vm(p, u(¢’)) o u Amatch(p, u(¢’))
(K1, 8) "2 (Kp, S Ufas (ko U} o))\ {sp) )

(public receive)

/

ko b @' Nsp=a: (kq,p,as(a,y,p)-0) € SAulp)=¢
(K1, ) 20, (K U {e'}, S U{as (ko)) \ {0} )

(anonymous send)

Kikpnsp=a: (ka,p,ar(a,¢') - o) € SAp" = vm(p, u(¢)) o p A match(p, u(¢’))

(anonymous receive) ar(ans)
(K71, 8) === (K, S U{a: (ko U {p} 1, 0)} \ {sp} )

sp, = a: (ka, tasus(a,b,pq) - 0q) €S Nko B @' Apa(va) =@ A
py = b: (ko, py, ur(a, b, p) - o) € S A py, = vin(@a, p(pp)) © py A match(pa, py(es))

(Kr1,8) = (K1,SU{a: (ka, pta; 0),0: (ke U{@"}, 115, 06)} \ {805 595 })
Phase = {a: (kq, fta, phase(i) - 0,) € S} AVa € Aut: a: (kq, pta, phase(i) - 04) € S
(K, S) (K1, SU{a: (kaspras0a) | a: (kg pa, phase(i) - o,) € S} \ Phase)

— s
(untappable communication)

(phase synchronisation) hase(i
phase(i)

Fig. 1. Operational semantics

Events is given by: B. Semantics

Events = {s(a,d’,p),r(a,d’,v),as(a,ad,p),ar(a’, o), _ ) _
sl 93) ( (p)/ ( SO). (@) State of a voting system is a tuple of intruder knowledge and
us(a,a’, @), ur(a,a’, ), phase(i)

|a,d’ € Agents, € Terms,i € N}, agent speci]‘ication.ss_“tat.e = P(Terms) x (Ag.ents — Speg).
where s, 7, as, ar, us, ur denote sending and receiving ovelFach agent's specification (knowledge, variable mappird an
public, anonymous and untappable channels, respectivdi§t Of events) is given byAgents — Spec. To denote

Finally, phase(i) is the event denoting that an agent is read{e Specification of agent in a state (K7,5), we write
to start phase. a: (ka, ptay0q) € S. When there is no risk of confusion,

we omit the agent’'s identity from the specification, as in

An agent's behaviour is given by its specification. A specft: (k; ;o) € S. The initial state of voting systemS with
fication sp € Spec is a tuple of knowledge, variable mapping€SPect to choice function is (K7,VS(v)), for the intruder
and eventsSpec = P(Terms) x (Vars — Terms) x Events™. with initial knPWIedgeK?' ) ) o
Not all expressible specifications make sense (e.g. twoegens 1€ op_eratlonal semantics of a voting system, given in Fig. 1
utive receive events using the same variables). There are s@Nd detailed below, models a Dolev-Yao intruder. Events may
static requirements on well-formed behaviours which wetonifvolve unspecified agenis y € Agents, which we omit from
here for space considerations. Variable mappings are @atenthe premise of the rules. Events involving partigsigents
to events (replacing all mapped variables in the term of ttg9., the intruder) explicitly name these parties. Thea#ios
event) and to specifications (applying to each event in tte |pf a voting system results in a labelled transition systeraneh
of events). This is denoted agev) for an eventev andu(o) the labels are elements @ibels:
for an event listo. Labels = {s(a,d’, @), r(a,d',p),as(d, p),ar(d, @),

. o . . hase(i) | a,a’ € Agents,p € Terms,i € N}.

A voting system specifies, for each agent, its behavioyjste that the sgnder(o}gmessagg overfhe anonymous ghannel
Hence, a voting system is a mapping from agent identities {0nigden. Furthermore, phases denote synchronisatiorispoi
specifications, as follows. A phase(i) event may only occur if all authorities have

agreed that the election will evolve into a new phase. As a
Definition 3 (voting system) The class of voting systemsconsequence, those voters who are ready to do so will move
Prot, is defined asProt = Agents — Spec. Instantiation of the new phase as wéllWe use the label to denote the
a voting systemS € Prot with choice functiony is denoted gccurrence of a communication over untappable channels.
asVS(v). VS(v)(a) = Send events work as follows. The sending agent can send
term ¢ if he can derive a matching instantiated from his

{ VS(a) ifagV
(m(VS(a)), pa(m2(VS(a))), m3(VS(a))) ifacV 1we conjecture that our semantics of phase synchronisatisimiar to
where i, = ve — v(a). the strong phase semantics as proposed in [10].



current knowledge and variable mapping. The result of bobefinition 5 (reinterpretation [18]) Let p be a permutation
a public send event and an anonymous send event is tbatthe set of term&erms and let K; be a knowledge set.
the intruder’s knowledge is extended (wii), and that the The mapp is a semi-reinterpretation undek’; if it satisfies

send event is removed from the agent’s list of events. Thige following.

distinction between public and anonymous communication is

that the latter omits the sender in the label of the transitio p(p) = p, forpeCU NoncesU Keys
(public / anonymous senih Fig. 1). p((p1,02)) = (plp1), p(p2))

In receive events, an agent can receive tefrii the intruder p({ete) = {p()}n, if K1t kV Krt{p}y k™!
can derivep, the agent’s next event is a receive event of term  P({ebr) = Hp(@)br, it K1t bV Kr = {p}hy, k™!
¢’ and ¢ matchesy’. As a result of receiving, the agent's p(leln) = [p@)]n if Kikn

: . ! /
knowledge is extended with and the free variables of are Map p is a reinterpretation undetk; iff it is a semi-

assigned values in his variable mapping, since an agent maP(1 . T 1 o .
. : - . remterpretation and its inversg~' is a semi-reinterpretation
(partly) specify the structure of a term it receives using thunder,o(K )
I)-

match predicate. An anonymous receive event is similar to Reint tation i tended straightf div antd
a public receive event, except that it omits the sender in the einterpretation Is extenaed straightiorwardly 1o ev

label of the transitiongublic / anonymous receivim Fig. 1). to traces by applying to the message fields of events (in
We model untappable communications to be synchronisé@,ces)'

as the intruder has no influence or power whatsoever over thissome events in a trace are hidden from the intruder, hence
communication channel. The intruder does not learn angthithe intruder has a restricted view of a trace. In particutze,
about the communication, hence his knowledge is not Updatﬂﬂruder cannot see any transitions (Communications over

Other than that, the rule combines the ideas of the publigtappable channels). The visible part of a trace is cagture
send and public receive events(appable communication by the functionobstr: Traces — Traces as follows:

Fig. 1). B | £-obstr(t) ifl#T
Phase synchronisation only occurs if all authorities frofpstr(c) = e, andobstr(L - ) = { obstr(t) if =1

Awut agree to progress to phasdn this case, all other agents

ready to execute the phase event will move to the new phz%%%ﬂn.'t'ﬁ nb? (;rac;llnq?tlr:jgwsha}[b 'tl.'tlgTr?,C.ifsiht are 'T‘Ot"s
as well phase synchronisatiom Fig. 1). Inguishable for the intruder, notatioh~ ¢’ iff there exists a

The set of traces of a voting system is defined as folloWgnterpretation such that

using these semantic rules: obstr(t') = plobstr(t)) A KE = p(KT).

Definition 4 (traces) The class of tracedraces consists of
lists of labels. The traces of a voting syst&h and a choice  The above definition of the intruder’s ability to distingis

function~ are given by traces extends to his ability to distinguish sets of traces a
follows.
Tr(VS(v)) = {a € Labels™ | a« = ag, ..., 0p—1 A
350, ..,8, € State: sop = (K9,VS(7)) A Definition 7 (choice indistinguishability) Given voting system
VO<i<n:s; 254} VS, choice functions/, ' are indistinguishable to the intruder,

e
The set of traces of a voting systéif is now given by notationy s 7" if
_ Vi e Tr(VS(v)): 3t € Tr(VS(y')): t ~t' A
Tr(VS) = Tr(VS
r(08) U r050)) vt e Tr(VS(H)): 3t € Tr(VS(v)): t ~t

yeV—C
We denote the intruder knowledge in the last state of a traceNnote that, as the ballots are made public, the intruder
t as K}. The empty trace is denoted by knows the result. As such, he can discard choice functions
IV. PRIVACY IN VOTING SYSTEMS not matching the result.

The model developed in the previous section enables us, toThe set of choice functions indistinguishable for the id&u

express if an intruder can distinguish two executions of {8 @ given system is now succinctly defined as follows.

system, as previously expressed by Mauw, Verschuren andmigtinition 8 (choice group) The choice group for a voting

Vink [19] and later by Garcia et al. [18] for passive intrusler system)’S and a choice function is given by
Tracest,t’ are to be considered equivalent if the intruder

cannot distinguish them. To formalise this equivalence, th cg(VS,v) = {v" | v ~us 7'}

distinguishing ability of the intruder is formalised as the

intruder’s ability to distinguish two messages, which isrth The choice group for a particular voteo, i.e. the set of
lifted to traces. The intruder can uniquely identify anyipla candidates indistinguishable from’s chosen candidate, is
text message he sees. Furthermore, the intruder can dissting given by

any encrypted message for which he possesses the decryption

key, or which he can construct himself. cg,(VS,7) = {7'(v) 7' € eg(VS, ) }.



V. CONSPIRING VOTERS type lavoter, or atype 2cvoter.

A. The conspiracy classes B. Modelling conspiratory behaviour

The above framework captures the behaviour of a passivea conspiring voter behaves differently from a regular voter
voter, who does not actively cooperate with the intrudeys she will communicate with the intruder in certain circum-
to prove how she has voted. However, as remarked in tS@inces. To incorporate the different conspiracy classes i
introduction, we focus on voters trying to renounce thetevo the framework of Sect. Ill and Sect. IV, we extend the set
privacy. A conspiring voter can try to share her knowledgef events Events with events: {is(¢),ir(p)}, whereis(y)
with the intruder. The classic receipt-freeness case assurgenotes the agent sending tepmto the intruder, andr (i)
the voter shares her final knowledge. However, the timingenotes the converse receive event. These events havarsimil
of knowledge sharing is important (as explained in [12]) semantics to the public sending/receiving events.
the voter needs to share her personal knowledge before iModelling conspiracy changes the voter specification as
becomes public, in order to prove that she really has thglows:
receipt. Additionally, the use of untappable channels sean , 1 classic-rf: at the end of the protocol, the voter sends

that during the course of an election, a voter may learn or per knowledge set to the intrudeis (is extended to send
commit to knowledge that the intruder is unaware of. Recall  knowledge set).

that untappable channels hide communications betweerea vot , 2 start-rf: at the beginning of the protocol, the voter
and the authorities completely from the intruder. By shgwrin sends her knowledge set to the intruder.
knowledge received over such a channel with the intruder, an , . rf-share: eachur(a, v, ¢) is followed by anis(¢).

by using intruder-supplied information to send over such a, p_ rf-witness: The intruder supplies the voter-controllable
channel (and thus commit to), a voter may seek to circumvent  parts of the term used in eacls(v, a, p). To do so, the
the privacy provisions of untappable channels. The timing intruder must know what terms are voter-controllable. To
of sharing information between the conspiring voter and the this end, we introduce a functiomrs(v, ¢) that returns

intruder hence is important. the variables ofy that agentv can control. The voter
Cases where the voter shares her full knowledge (post- sends this information to the intruder, who replies with a
election or pre-election) are independent from cases wthere similar term, changing the values to his liking. The voter

information, using intruder-supplied information, or bpt ¢ rf-full: this combines rf-share and rf-witness.

"_1 _absence (_)f untappabl_e channels, all communications &fg, \ariaples controllable by voterin term ¢ are given by
visible to the intruder. In this case, the sooner a votereshher the functionvars as follows: vars(v, ) =
: Lp) =

knowledge with the intruder, the more traces the intruder ca

distinguish. Classical receipt-freeneskssic-rf tries to break {e} !f e € Vars

vote-privacy by sharing knowledge after elections. Howeve | vars(v,¢a)Uwvars(v,pp) if o = (Pa;ps)

sharing knowledge beforehandtart-rf, gives the intruder Vars(”_a ¢')

more knowledge during the elections. This situation is ctepi if (p={¢teVe={tVe=I[]k),

below in Fig. 2(i). for k € Keys,
In presence of untappable channels, the intruder is noteawar 0 otherwise

of every addition to the voter's knowledge. The voter can

mitigate this by conspiring mid-election. Her willingnegs Changes to the specification are modelled by introducing a
do so is captured in Fig. 2(ii). The conspiring voter maprotocol transformation function that transforms the e
choose to share information the intruder cannot learn wiilser tion of one agent as outlined above.

(rf-sharg or use intruder-supplied terms in communications .. .. .
hidden from the intruderrfwitness to later prove how she Befinition 9 (protocol transformation)Recall the type of the

voted. The combination of these two notions is at the top %@;Z i V;;ﬂr;gs)p;ot;jgzir)ot{Nfelgienﬁg du_():e(AP-(j;lerZzstl i
the ordering i-full). : ik 29

Prot — Prot, a protocol transformation function foi €
{1,2,a,b,c} a conspiracy class, wherd; (v, VS)(a) =

VS(a) if a#v
[ 1. classicrf| [ a rfshare | [ b. rf-witness] (m (VS (v)), ma(VS(v)), 6; (v, ms (VS (v)))) if a =
The transformation functio;: V x Events* — FEvents*
; o depends on the specific conspiring behaviour as follows.
0) (ii) ,
- 01(v, sp) = sp - is(ky).
Fig. 2. (i) pre-, post- and (ii) mid-election knowledge shari - 0y (U, sp) = is(ky) - sp.
- da(v,ev-sp) =

A voter may use privacy-reducing techniques from both ur(ag,v, @) - is(p) - dq(v, sp) if ev = wur(ag,v, )
hierarchies to reduce her privacy. We denote this, e.g., as a ev - 04(v, $p) otherwise



- Op(v,ev-sp) = a voter to conspire is by sharing knowledge as in Fig. 2(i).

is(vars(v, ) - ir(¢’) - us(v,ag, ¢”) - dp(v, sp) A conspiring voter of typel already nullifies her privacy —
if ev=us(v,ag,p) Y, y: !cg}J(FOO,'y)‘ = 1. This is because the keys used to
ev - 0y (v, sp) otherwise encrypt the vote are shared with the intruder. This makes any
- dc(v, sp) = 6p(v, 84 (v, sp)). other reinterpretation of the voter's message carryingvbes

The transformation, works as follows: the voter controlled MPOssible. In FOO, a table with all cast ballots is publishe
information in the termy is sent as a pairing of all elementg-ater; thé counting authority updates the table to incluiile a
in the setvars(v, ) to the intruder. The intruders repIyVOter keys. One possible amelioration of FOO (call this FDO’

is received in termy/, a similar pairing, but with newly is to publish 'the 'upd'ated table. This'prevents conspirators
introduced variables. The tergs’ that the voter sends on the®f P€ 1, which implies that the choice groups with and
untappable channel has the same structure as the origimal tlé‘"tlhOUt typel conspiracy are equatty, v: cg,(FOO,7) =
(match("”, ), but uses the corresponding intruder-suppliet/»(£00"7)- H;)wever, type 2 Qconspl/rators remain  unaf-
fresh variablesf( (") = fv(¢)). fected: vy, v: |cg2(FOO,~)| = ‘cgU(FOO )| =1.

The above transformations are extended to combinations
of conspiring behaviouri( € {la,2a,1b,2b,1c,2c}), €.g.
A1 (v, VS) = Ay(v,Aq(v,VS)). Using the above protocol
transformations, we can define choice group for conspiring s : : L
voters in a voting system within our framework (see Sect. IV) canN O llcanN O J|lcan N O
identifier 1a|| identifier 1b|| identifier 1c

ballot 1a ballot 1b ballot 1c
canl 0O canl O canl O

Definition 10 (vote privacy) In voting system VS,

with a gi_ven choice fun_ctiony, the c_hoice group of Fig. 3. A Threeballot in 38S.
voter v with respect to different conspiracy classese
{1,2,a,b,¢,1a,2a,1b,2b, 1¢,2c}, is given by ThreeBallot. In 3BS, a vote is split over three single ballots
i i / _ (see Fig. 3), which together form one Threeballot. Eachoball
g, 08,7) = {17/ (v) |7 € eg(Ai(v,)85),7)}- carries a unique identifier. Upon voting, the three ballots a
Given this definition of privacy, receipt-freeness is a me&ast and the voter takes home a receipt (certified copy) of one
sure of the voter’s privacy as follows. ballot. The copy allows the voter to verify that her Threédtal

. . . ) ) is actually cast. To vote for a candidate, a voter ticks two
Definition 11 (receipt-freeness)Voting systemsS is receipt-  poyas in ‘the row of that candidate; every other candidate-
free for conspiring behaviout iff row only receives one tickmark. The voter is free to place

YoeV,yeV —C:cg’ (VS,7) = cg,(VS, 7). the tipks in any column, as long as there is one row with
two ticked boxes (her choice) and all other rows have one
Note that the classic notion of receipt-freeness as inttedu ticked box. Given the specific way of voting in 3BS, only a
by Benaloh and Tuinstra coincides with, -y : |cg;(VS,7)| > limited subset of the cast ballots can form a valid Threeball
1. The methods of Delaune, Kremer and Ryan can be exith a given receipt (to be more precise, only those ballots
pressed as the size of the choice group being larger th@dmbined with the receipt such that there is only one row
one. We consider a receipt a modifier of privacy instead ofwith two tickmarks). For example, consider a receipt with a
privacy-nullifier. The amount of receipt-freeness is thisy tickmark for every candidate. This can only be matched with
by the difference in privacy between a regular voter and ghne entirely blank ballot, and one ballot containing prelgis
conspiring voter. The above privacy definitions capture byi one tickmark.
determining the exact choice group and thus the exact votelAn obvious attack (already pointed out by the designer
privacy for any level of conspiracy. in [23]) is to agree a priori with the intruder on how to fill
in the ballots (captured by class b conspiracy). The intrude
can then easily verify if all three ballots are cast. Thisuezs
The above presented framework is designed to providepevacy more strongly than a voter merely showing her rdceip
very precise and formal analysis. However, a full analysifter the elections (class 1 conspiracy). This, in turnegiv
of an existing voting system goes beyond the scope of théss privacy than not showing the receipy®(3BS,v) C
paper. Therefore, this section only illustrates appl@atof cgl(3BS,v) C cg,(3BS,7).
the framework at a high level. For this purpose, models of theAs pointed out in [22], 3BS can also be used in elections
FOO [17] system and the ThreeBallot system (3BS, [22]) avehere voters are allowed to vote for multiple candidates. In
examined. this case, a Threeballot may contain multiple rows with two
FOO. Our specification of the FOO protocol is similar tatickmarks. This means that the number of ballots forming a
that of [13], and thus omitted here. The FOO protocol haslid Threeballot with a given receipt is increased. As the
been studied in literature and is known to have receipts, [12Jumber of valid combinations directly affects privacy, et
[13]. FOO does not use untappable channels, thus there prigacy is improved. In the framework, this improvement is
no conspiring voters of type, b, c. The only possibility for precisely captured by the size of choice groups.

VI. APPLICATIONS



The high-level analysis of 3BS illustrates that the frame- 5) We plan to investigate the potential effects of various

work can quantify partial loss of privacy. Furthermore, the
framework can be tailored to the class of conspiracy passibl

VII. 11]

In the previous section, we have shown that our framework
is able to quantify privacy loss in 3BS, where the receipt of g
voter reduces the size of her choice group, but not necégssari
to one. This kind of attack cannot be analysed by other form
approaches as discussed in Sect. I. Moreover, our framework
can capture previously established privacy nullificatitacks  [4]
as well as a new class of privacy reduction attacks. An
example of such new attacks is thet-voted-forattack, where 5]
the intruder learns that the voter did not vote for a party.
This may be sufficient for reward (or retaliation, when not
complying with the intruder’s wishes). A similar problem [g]
manifests itself in Dutch national elections. In these tides,
voters vote for persons, but every candidate is affiliatetth wi
one party. Effectively, voters end up voting for partiesush
voter privacy should extend to parties, and not just canesla [8]
Another example is related tooalition between the intruder
and several successfully conspiring voters. Based on thé fing)
result of the election and the known votes of these voters,
the intruder can further reduce the privacy of honest voteﬁo]
A simple example of such a scenario is when a conspiring
voter cast the only vote for a particular candidate — then the
intruder additionally learns that no other voter voted foatt [11]
candidate. Finally, the result of an election provides &s bia
for a voter’s choice — the probability of a voter having voted
for the winner is higher than the probability of a voter hayin,,
voted for a losing candidate. Our framework makes it possibl
to account for such information bias.

DIsSCcUSSION

(7]

[13]
VIII. CONCLUSION

We have developed a framework to precisely measuiél
voter-controlled privacy, with respect to different wayswh
one voter can share her knowledge with the intruder. This
guantitative framework is based on knowledge reasoning and
trace equivalences. It allows us to capture the exact mganﬁ"P]
of receipt-freeness in the context of vote buying, and tectet
attacks that has escaped the focus of published methods in th
literature as well. There are several directions we wowd li (7]
to continue in the future.

1) The modelling language in this paper is quite limite 1
Behaviour of agents is described only by a sequence o?]
events. We plan to extend the language to encompass
control flow constructors (e.g. the conditional choice).[19
The conspiracy classes only investigate conspiring vot-
ers. We intend to extend the framework’s transformatiqro]
function to model conspiring authorities.

In the current paper, we have focused on receipt-
freeness. We intend to extend our framework to formallg1]
define coercion-resistance. 22]
We will apply our work in full detail to more voting
systems. We believe that this quantitative approach to
privacy in voting will identify more new attacks. (23]

2)

3)

4)

counting methods on privacy loss.
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