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Abstract 

 
Peer-to-peer (P2P) networks and mobile ad hoc 

networks (MANET) share some key characteristics: self-
organization and decentralization, and both need to 
solve the same fundamental problem: connectivity. We 
motivate a study for the convergence of the two overlay 
network technologies and sketch an evolving 
architecture towards integrating the two technologies in 
building overlay network applications. 
 
 
1. Introduction 
 

Peer-to-peer (P2P) systems are self-organizing, 
decentralized overlay networks, in which participating 
nodes contribute resources and cooperate to provide a 
service. Mobile ad hoc network (MANET) is an 
autonomous system of mobile hosts (also serving as 
routers) connected by wireless links, the union of which 
forms a communication network with arbitrary 
communication topologies. A P2P network consists of a 
dynamically changing set of nodes connected via an 
infrastructure-based network, while a MANET consists 
of mobile nodes communicating with each other using 
multi-hop wireless links. 

P2P and MANET share some key characteristics: self-
organization and decentralization, which lead to a lot of 
similarities between the two overlay networks [2]: 

 
• Dynamic topology. A node in P2P and MANET 
may join or leave the network at any time and the 
position of a node in MANET is changing arbitrarily, 
which leads to no constant routes for any nodes. 

Both networks have a dynamically changing 
network topology. 

• Hop connection. Connections in P2P and 
MANET are established via exchanging beacon 
messages only between neighbor nodes. A single 
hop connection in P2P is typically via TCP links 
without physical limits, while a single hop in 
MANET is via wireless links which are usually 
limited by the radio transmission range. 

• Routing protocol. Both P2P and MANET 
routing protocols have to deal with dynamic network 
topologies due to membership changes or mobility. 
Typically, a host in P2P and MANET also serves as 
a router, and employs some flooding-based routing 
protocols. 

 
The common characteristics shared by P2P and 

MANET also lead to the same fundamental challenge, 
that is, how to provide connectivity in a completely 
decentralized environment. Thus, we are motivated to 
study the convergence of the two overlay network 
technologies in terms of the design goals and principles 
of their routing protocols. 

Previously, the P2P and MANET research 
communities have been working largely in isolation, 
while facing many common issues like self-organization 
and decentralization. We argue that it is a promising 
research direction to bring the two communities together 
to merge the techniques used in the two areas and 
perhaps discover unified tricks for the convergence of the 
two overlay network technologies. As a supporting 
example, in this paper, we sketch an evolving 
architecture developed as part of the Ad Hoc Networking 
project at TUCS towards an integrated architecture for 
peer-to-peer and ad hoc overlay network applications. 



 
 

Figure 1: MIN Architecture 
 
The remainder of the paper is organized as follows. 

We first discuss the research problems of P2P and 
MANET architectures in the next section. In Section 3, 
we describe the integrated architecture of P2P and 
MANET. Section 4 concludes the paper with future 
research efforts. 

 
2. Research Problems 
 

Today’s networks are dependent on wired or wireless 
infrastructure. This dependence renders the networks 
vulnerable to disasters and attacks against the fixed 
infrastructure that supports them. Disasters like floods 
and earthquakes, as well as wars and terror strikes, can 
damage or shutdown the whole network. Thus a state-of-
the-art research direction of nowadays network is on 
connectivity.  

A network architecture that satisfies the above 
scenario will be radically different from the current 
existing network architectures since it cannot rely on a 
fix infrastructure and dedicated servers. Recent work on 
P2P overlay networks [5], [6], [7] offers a self-organizing 
substrate for decentralized network applications. Our 
general approach is to build a structured P2P overlay 
with existing technologies upon the basic connectivity 
provided by MANET in the absence of a dedicated server 
infrastructure. However, an important challenge is that 
existing P2P overlay protocols were designed for the 
Internet, which is a very different environment than 
MANET.  The unique characteristics of this emerging 
class of networks calls for novel architectures. We 
present the key challenges as a set of research problems. 

 

• Self-organizing infrastructure. Wired 
networks rely on a fixed infrastructure consisting of 
routers and DHCP and DNS servers. Any damage or 
interfere of the server will probably make the whole 
network out of service. Emerging P2P technologies 
promise to support self-organizing infrastructure, 
but these technologies are not directly applicable to 
the ad hoc wireless environments [3], because they 
are originally designed for the Internet with 
constantly stationary nodes, where as nodes are 
arbitrarily moving in MANET. 

• Decentralized service. Existing networks 
depends on dedicated servers providing centralized 
basic network services like naming, authentication 
and timing etc. For instance, conventionally there 
are DHCP and DNS services in a typical network, 
while supporting this kind of critical network 
services is beyond the capability of existing P2P 
networks. Our approach is to build foundations from 
P2P system, but take advantages of the hierarchical 
overlay structure contributed by MANET to provide 
decentralized network services. 

• Integrated routing. Integrating a P2P routing 
protocol into a MANET protocol is difficult. P2P 
overlays in the Internet rely on the IP routing 
mechanism which is actually application-level 
routing, while such kind of routing is usually carried 
out in link-level in MANET [4], [8], [16]. Although 
typical flooding and multi-hop routing protocols in 
MANET are peer-to-peer in natural, P2P routing 
protocols are not directly applicable in MANET due 
to the namespace problem.  
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3. The Integrated Architecture  
 

We propose an evolving architecture which is able to 
provide network connectivity in a decentralized fashion 
and use self-organizing infrastructures to improve 
availability of today’s network. In this architecture, ad 
hoc wireless networks can be combined with 
infrastructure-based networks through ad hoc 
communications between them. Once basic connectivity 
is established, hosts could self-organize and cooperatively 
provide network services that are normally provided by 
infrastructure servers. 

Figure 1 shows the preliminary architecture of a 
subsystem we are building called the MIN that is aimed 
at addressing a subset of the problems listed in Section 2. 
The MIN is being built on top of an application-level P2P 
overlay over a link-level MANET, but the architecture is 
not specific to the implementation environment. We have 
chosen to focus on two issues, self-organizing 
infrastructure and integrated routing, which we believe to 
be fundamental. We feel that decentralized service could 
be elevated to a higher level of programming abstraction 
than typical one. 

 
3.1 Application Layer 
 

The MIN architecture provides an abstract layer called 
application layer. This layer is mostly a structured P2P 
overlay, which is illustrated in Fig. 2.  

Previously [1], we have specified a P2P overlay 
structure in OO-action systems [14]. As an example, you 
can see the specification of a host. 

 
HOST = |[  
    attr  
      connected := false; 
      keyword := NULL;  
      target := NULL 
    obj 
      c: ConnectService; 
      l: LookupService; 
      e: ExchangeService 
    meth 
      SetKeyword(k) = Keyword := k; 
      SetTarget(t) = target := t 
    init 
      c := new(ConnectService); 
      l := new(LookupService); 
      e := new(ExchangeService) 
    do 
       NOT(connected) → 
         connected := c.Connect() 
    [] connected AND keyword ≠ NULL → 
         target := l.Search(keyword); 

         keyword := NULL 
    [] connected AND target ≠ NULL → 
         e.Exchange(target); 
         target := NULL 
    od 
]| 
  

As shown in this specification, three key services are 
identified in this layer: connect service, lookup service 
and exchange service [12]. 
 

• Connect service. A host connects itself to the 
P2P overlay by establishing a connection with 
another host currently on the network, and this kind 
of connection is passed around recursively. 

• Lookup service. Once a host is connected to the 
P2P overlay, i.e. it has announced its existence to 
other members of the P2P overlay, it can then 
lookup the contents of the P2P overlay. Lookup 
requests are transmitted in a decentralized manner. 
One host sends a lookup request to its neighbors, 
which in turn pass the request along to their 
neighbors, and so on. Once a host in the P2P overlay 
has a match, it transmits the hit information back 
through all the intermediate hosts in the pathway 
towards the requesting host. 

• Exchange service. The exchange service can be 
evoked in an either aggressive or passive manner. 
Due to the nature of P2P overlay, data are 
exchanged out-of-network, i.e. a direct exchange 
between the source and target hosts. Data are never 
transferred over the P2P overlay. 
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Figure 2: P2P Overlay 
 
3.2 Link Layer 

 



To support ad hoc networking, the MIN architecture 
provides a link layer that allows application-level 
connections to result in connections to the appropriate 
logical links, which are either real wired and wireless 
links or virtual links among hosts. There are three key 
components in this layer: network management, 
awareness and interaction.  

Previously [9], we have specified this layer in the B 
method [10]. As an example, you can see the 
specification of the general context of ad hoc networking 
environments. 

 
MACHINE    AdHocNet 
 
SETS 
        NODES; 
        CommMSG = { commMsg; routeError }; 
        RouteMSG = { routeReq, routeRep } 
 
CONSTANTS 
        myID 
 
PROPERTIES 
      NODESmyID ∈          

 
END 
 
In the AdHocNet specification, there are three sets:  

NODES, CommMSG and RouteMSG. They are defined as 
set of nodes, set of communication messages, and set of 
routing messages in ad hoc networks. The CommMSG 
has two different elements: commMsg and routeError. 
The commMsg is used for the communication between 
nodes. The routeError is used when a route is broken. 
The RouteMSG consists of two kinds of routing messages: 
routeReq(route request) and routeRep(route reply), which 
are used in the Awareness component to detect remote 
nodes. The node's ID myID is a constant in the 
AdHocNet, which is an important property of NODES to 
identify a node in networks. 

 
3.2.1 Network Management 

 
Network management is the manager of node 

connections, which is an important aspect for the 
MANET design. In general, we consider not only 
mobility, but also restorability of networking. With this 
component, a host should be able to set the mode of the 
node, form, join or leave a network, and manage its 
connections. As a host is moving arbitrarily, 
disconnections may happen at any time due to the limited 
radio transmission range. In order to keep the network 
working, it is necessary to update the network topology 

periodically. Moreover, in order to form a self-organizing 
network, and support multi-hop routing in forwarding 
packages, it is necessary to have the network manager in 
every host.  

In the specification of network management, there are 
three components: netManager, modeSet and Connector. 
The relationship of components is shown in Fig. 3. 
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Figure 3: Network Management 
 
The netManager includes modeSet and Connector, 

and uses their operations. In ad hoc networking, it 
manages activities of the system and updates connections 
to neighbor nodes. There are two modes that can be set in 
modeSet, either discoverable or non-discoverable. When 
a node is in discoverable mode, it can be discovered by 
other nodes in the network. Otherwise, it cannot be 
discovered if it is in non-discoverable mode. The 
Connector is used when a node wants to connect or 
disconnect its neighbors. For instance, in the network 
setup stage, a node can join into networks by connecting 
its neighbor nodes which are in discoverable mode. Once 
the connections are ready, the network is established. 
When shutting down the system, the netManager 
disconnects all the connections to neighbor nodes and 
sets the node into non-discoverable mode. 

 
3.2.2 Awareness 

 
Awareness of mobile computing is used to sense a 

certain environment in order to present and update 
context of mobile systems [11]. In our system, we focus 
on detecting local and remote nodes and processing 
incoming messages. The awareness of our system is 
divided into two parts. 

 
• Node awareness.  There are two kinds of 
awareness of node detections: local awareness – system 
can detect local nodes within the radio transmission 
range; remote awareness – system should also be able 
to detect a friendly remote node whose ID is already 
known. In local awareness, a node detects its neighbor 
nodes and the detected nodes will be connected and 
used to update topologies in Network Management. In 
remote awareness, a node tries to find out friendly 



remote nodes with known IDs and possible routes for 
communication.  

• Message awareness. In message awareness, a 
node processes incoming messages according to the 
format of data packets. There are two kinds of messages 
in networking: communication message and routing 
message. In our specification, the communication 
message is used for communication between nodes, and 
there are two types of routing message: route request 
message and route reply message.  Due to the different 
types of messages, the processing will be different. As 
shown in Fig. 4, if the received message is a 
communication message, the system will check the 
packet head, and receive or forward this message 
depending on the next hop ID on the route. In case this 
ID is unrecognizable, the system will report a broken 
route. If the incoming message is a routing message, 
the system will process this message according to the 
routing protocols in our system.  
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Figure 4: Incoming Message Processing 
 

3.2.3 Interaction 
 
Interaction mainly concerns communication links 

between nodes. We consider an opening session for 
interactive communication between nodes. In such a 
session, the source and destination nodes can send and 
receive messages and update routing information for 
communication. 
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Figure 5: Opening Session 
 
As shown in Fig. 5, when the system opens such a 

session and starts interactive communication, the source 
node will select a route from the routing table or detect a 
new route to reach the destination node. If there is no 
available route or the destination node is not detected in 
the network, the opening session fails and a failure 
message is sent back to the source node. In successful 
case, once a route is available, a communication session 
between the source node and destination node is created 
and the interactive communication starts. 

In the interactive communication, topologies might be 
changed and it will lead to route breaks or changes. Thus 
the route maintenance and recovery are needed for 
interactive communication. Figure 6 shows how the route 
is recovered when the system knows that the route is 
broken. In our design, it is assumed that multiple routes 
discovery protocols are used. For example, when source 
node S is communicating with destination node D, S 
sends data packets to D along with the selected route. 
During their communication, if S gets to know that the 
communication route is broken, S doesn't need to 
rediscover a new route immediately because S might 
have detected several routes in the previous discovery. It 
can then choose another available route and replace the 
broken one. If none of the routes reaches to the 
destination, the system will start route discovery again. 
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Figure 6: Route Recovery 

 
3.3 Integrated Routing 

 
The primary challenge with using a P2P routing 

protocol in MANET is the fact that P2P overlays in the 
wired Internet rely on the IP routing infrastructure to 
perform hop-by-hop routing between neighbor nodes in 
the overlay. Thus the key problem in the integration is 
that P2P overlay routing protocols run in a logical 
namespace but MANET routing protocols run in a 
physical namespace. A possible solution to the 
integration is to build a one-to-one mapping between the 
IP address of the mobile nodes and their node IDs in the 
namespace, and replace the routing table entries which 
used to store IP addresses with source routes.  

For instance, to integrate a Gnutella-like [12] P2P 
protocol into a DSR-like [15] MANET protocol,  unique 
node IDs are first assigned to nodes in a MANET as is 
done in P2P overlay on top of the Internet. Node IDs can 
be generated by hashing the IP addresses of the hosts 
using collision-resistant hashing functions like SHA-1 
[13], thus obtaining a unique node ID for each node in 
the network. The mobile nodes in the ad hoc network can 
then form a P2P overlay in the same fashion as in the 
Internet. Nodes can handle join, leave and fail actions in 
a similar way as before. The structure of the routing 
states is also similar as before, with one exception: the 
routing table stores the source route to reach the 
destination node ID, not just a simple IP address. To 
route a data packet, a message key is first generated by 
hashing the destination IP address, and then the message 
is routed in the overlay similarly to in the overlay on top 
of the Internet. The only difference is that each overlay 
hop in ad hoc networks is a multi-hop source route, while 
each overlay hop in the Internet is a multi-hop IP route.  
 
4. Conclusions and Future Work 
 

The main contribution of this work is that it proposes 
a novel architecture, integrating P2P and MANET 
technologies together, to reduce the dependence of 
networking on wired and wireless infrastructure, thus 

extending the reachability of nowadays networks and 
increasing their resilience to disasters and attacks. 
Another contribution of this work is that it is the first 
architecture-centric approach for the construction of 
overlay network applications that allows us to define a 
unified networking environment, taking advantages from 
both P2P and MANET technologies. 

The work presented in this paper is in its early stages. 
At present we are evaluating the initial version of the 
MIN framework through analysis, simulation, and a 
prototype implementation. In the formal respect, a 
complete formal specification of the architecture is being 
underway. As a future work, in particular, performance 
modeling and evaluation of integrating P2P and MANET 
routing protocols will be undertaken. A further future 
work of our research is to implement a middleware in 
this integrated architecture for use by developers of 
overlay network applications. 
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