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Abstract. Privacy has been recognised as a fundamental requirement
for electronic health-care (eHealth) systems. Various proposals to achieve
privacy have been put forth in literature, most of which approach patient
privacy as either an access control or authentication problem.
In this paper, we investigate privacy in eHealth as a communication prob-
lem, since typical eHealth systems in future will be highly distributed and
require interoperability of many sub-systems. In addition, we research
privacy needs for others than patients. In our study, we have identified
two key privacy challenges in eHealth: enforced privacy and enforced re-

specting privacy. We propose to use formal techniques to understand and
define these new privacy notions in a precise and unambiguous manner,
and to build an efficient verification framework to ensure privacy prop-
erties for eHealth systems.

1 Introduction

The inefficiency of traditional paper-based health-care and the development of
information communication technologies, in particular cloud computing, mobile,
and satellite communications, give electronic health-care (eHealth for short) a
great opportunity to grow as an important part of people’s daily life. eHealth
systems aim to provide effective support for secure sharing of information and
resources across different health-care settings, and workflows among different
health-care providers. The services of such systems for the general public are
intended to be more secure, more effective, more efficient, more patient-centered
and more timely. However, the attractive advantages of eHealth systems entail
many scientific challenges. One of the foremost of these are the privacy issues
raised by adapting electronic storage and communication, due to the sensitive
nature of health data. Indeed, privacy in eHealth has been recognised as one of
the paramount requirements necessary for adoption by the general public [1, 2].

Various proposals to achieve privacy in eHealth have been put forth in litera-
ture, most of which focus on patient privacy (notable exceptions: [3–5]) and ap-
proach it as an access control or authentication problem. First, eHealth systems
have a large number of different stake-holders, for instance, patients, doctors,
pharmacists, organisations for social security and public safety, health insurance
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companies, etc. These parties all have different or even conflicting privacy re-
quirements. The virtually exclusive focus on patient privacy in literature has
left the question of privacy requirements of other parties, doctors in particular,
wide open. The fact that some parties, e.g. pharmacists, cannot be fully trusted
causes adversely impacts privacy [4].

Second, eHealth systems must provide assurance of privacy and address pri-
vacy issues at different system levels – architectural design, access control, com-
munication protocols, etc. This inherent difficulty is aggravated as privacy of
sensitive information is a complex issue and subject to (individual) application
of professional ethics, regulations and guidelines. Currently, (patient) privacy is
usually described in terms of protection of information and in terms of controlling
access to services. Thus, it is commonly achieved in practice by means of a form
of access control or authentication (e.g., see [6–10]). However, typical eHealth
systems, especially in future, will be highly distributed and require interoperabil-
ity of many sub-systems. Improperly designed communication protocols for such
interoperability will cause information leakage and hence breach users’ privacy.
So far, security and privacy of communication protocols in eHealth systems is
seldom studied in literature.

In this paper, we research privacy in eHealth as a communication problem
and investigate which privacy requirements are essential for both patients and
doctors, not only focusing on protecting private health data of patients. We
have identified two critical privacy requirements as key challenges for the field:
enforced privacy (e.g. a doctor cannot prove to a pharmaceutical company which
medicine he prescribed) and enforced respecting privacy (e.g. a patient cannot
reveal which doctor prescribed her medicine). We also propose to use formal
techniques to understand and interpret these new privacy notions in a precise
and unambiguous manner, and to build an efficient verification framework for
analysing privacy properties of eHealth systems. We believe this step is crucial,
as the formal assurance of key properties including privacy in such systems will
increase users, especially patients, confidence and reduce their reluctance and
skepticism towards new eHealth systems.

2 Privacy in eHealth

Privacy in eHealth systems has attracted a lot of research effort and many differ-
ent methods to enable privacy have been proposed. We classify related work into
two categories, as they either focus on patient privacy (Section 2.1) or doctor
privacy (Section 2.2). We present our observations in Section 2.3.

2.1 Enabling patient privacy

The importance of patient privacy in eHealth is traditionally seen as vital to
establishing a good doctor-patient relationship. This is even more pertinent with
the emergence of the Electronic Patient Record [6]. As in most of the literature,
a necessary early stage of eHealth is to transfer paper-based health-care process



to digital-based. The most important changes on this stage are made on patients
information, mainly health-care records. Privacy policies are considered as the
standard way to express requirements for patient privacy. There are three main
approaches to support patient privacy: access control, architectural design, and
the use of cryptography.

Patient privacy by access control. To ensure privacy of electronic health-
care records, a necessary part is to ensure privacy during the access procedure of
these records. Anderson listed several privacy threats to personal health infor-
mation, thus claimed that privacy policy for access control should be required in
eHealth systems [6]. A technique to achieve access control is to make proper rules
to avoid leaking private information to those who should not have access to it.
Louwerse claimed that consent access control is required besides of access con-
trol based on “need-to-know” principles [7]. Evered and Bögeholz showed that
access control for eHealth systems are too complex for per-method access control
and proposed an access control mechanism for complex eHealth systems [9]. A
tailored role-based access control (rBAC) with explicitly denial is proposed by
Reid et al. [8] for distributed eHealth systems. Most traditional privacy poli-
cies and access control focused on data between medical institutions. However,
eHealth systems also consist of non-medical institutions which may cause pri-
vacy problems. This leads Hung to propose the use of rBAC to ensure privacy
of non-medical institutions [10]. Detailed access control techniques for eHealth
systems are studied as well, for instance, in a wireless access environment [11]
and between data owner and different service providers [12].

Patient privacy by architectural design. eHealth systems are complex in
the sense that many different roles are involved, for instance patients, doctors,
pharmacists, medical administration, social security, insurance companies, le-
gal administration, etc. Each role has their own sub-systems or components. To
this aspect, eHealth systems can be considered as a large network of systems

of systems of different departments and laboratories, including administrative
system components, laboratory information systems, radiology information sys-
tems, pharmacy information systems, and financial business management sys-
tems. To design such complicated systems, architectural design is an essential
step to make a system function correctly. Since privacy is an important challenge
in eHealth systems, keeping privacy in mind when design the architecture of such
systems is a promising way to ensure privacy [13]. Ko et al. considered privacy is-
sues when building a wireless sensor networks for health-care [14]. Some eHealth
system architectures are specially designed with a particular privacy issue in
mind. For example, Maglogiannis et al. proposed an architecture that enhances
patients’ location privacy [15]. There also exist architectures, which use different
privacy protecting techniques at different layers of a system. For example, Chiu
et al. studied privacy requirements for cross-institution image protecting and
designed a system combining access control principles, rBAC, authentication,
and etc. [16].



Patient privacy by cryptography. Cryptography is considered as a necessary
tool to solve privacy issues raised by information technologies in eHealth sys-
tems [17]. Cryptography based authentication is proposed to satisfy the security
and privacy requirements for cross-institutional electronic patient-records [18,
16]. In particular, credential transfer systems are proposed to keep users’ identi-
ties anonymous [19]. Layouni et al. proposed a system using credential systems
to allow patients to selectively disclose their identity, thus this system guarantees
that no health data is sent to the monitoring center without the patients’ prior
approval [20]. Concerning doctor privacy, group signatures are used to keep doc-
tors’ identities anonymous [4]. More recently, several cryptographic primitives
are used in order to guarantee a number of security and privacy requirements
in [5], including zero-knowledge proof, digital credential, signed proof of knowl-
edge, bit-commitments.

2.2 Ensuring doctor privacy

A relatively understudied aspect is the relevance of doctor privacy. Matyáš [3]
investigated a method of ensuring doctor privacy while enabling analysis of pre-
scription information. However, this work does not motivate why doctors’ pri-
vacy should be respected. Later Ateniese et al. [4] observed that pharmaceutical
companies might want to provide financial incentives to doctors for prescrib-
ing their medicines. To prevent this, they proposed an anonymous prescription
scheme that uses group signatures to keep the doctor’s identity private. Finally,
De Decker et al. [5] noted that preserving doctor privacy is not sufficient to pre-
vent such bribery: pharmacists could act as go-betweens, revealing the doctor’s
identity to the briber. They proposed a privacy-preserving health-care scheme
that incorporates the roles of pharmacist and health insurer as well as doctor
and patient.

2.3 Observations

From the above analysis,1 we observe that current approaches to privacy in
eHealth mostly focus on patient privacy and try to solve it as an access control or
authentication problem. However, eHealth systems involve many different roles,
and they have their own privacy concerns. We believe that at least doctor privacy
is as important as patient privacy and should be studied in more depth to avoid
situations like doctor bribery as described in Section 2.2. It is also clear from
the analysis that privacy in eHealth systems need to be addressed at different
layers: cryptography employment guarantees privacy at the foundation layer,
access control ensures privacy at the service layer; privacy by design considers
privacy at the system/architecture layer. Since eHealth systems are complex [21],
and require communication of many sub-systems, we study privacy in eHealth as
a communication problem – message exchanges in communication protocols may
cause information leakage and thus breach privacy of the communicating parties.

1 Note that our literature study is not intended to be exhaustive.



Privacy properties have been studied in the literature and include anonymity,
unlinkabiltiy, untraceability, and etc. All these notions play a role in eHealth
systems and provide different strength of privacy that can be enabled. However,
enabling privacy is far from enough. In many cases, a system needs to enforce
users’ privacy instead of user pursuing it, which we call enforced privacy.

3 Enforced privacy in other domains

In literature, enforced privacy is studied firstly in electronic voting. Benaloh and
Tuinstra [22] introduced the notion of receipt-freeness, which expresses that a
voter cannot gain any information to prove to an adversary (someone trying
to force the voter to cast a specific vote) that he voted in a certain way. This
notion preserves privacy of a voter even when a voter actively seeks to renounce
that privacy, as in the case of vote-buying. Another stronger notion of privacy is
coercion-resistance [23], stating that a voter cannot cooperate with the intruder
to prove how he voted. These strong notions of privacy actually capture the
essential idea that privacy must be enforced by a system upon its users, instead
enabling it. Enforced privacy has also been studied in the other domains. For
instance, a number of papers [24, 25] have identified a need for enforced privacy
(receipt-freeness) in online auctions. However, enforced privacy has received a
little attention in eHealth. In this paper, we advocate the importance of en-
forced privacy in eHealth (see Section 4) and discuss our approach to formally
understand and verify it (see Section 5).

4 Key privacy challenges

In this section, we identify two key privacy challenges in eHealth: enforced privacy

(e.g. a doctor cannot prove to a pharmaceutical company which medicine he
prescribed) and enforced respecting privacy (e.g. a patient cannot reveal which
doctor prescribed her medicine).

4.1 Challenge I: enforced privacy

Enforced privacy plays an important role in eHealth systems, especially for doc-
tors. A typical scenario can be described as follows. A pharmaceutical company
may want to persuade a doctor to favor a certain kind of medicine by bribing or
coercing. To prevent this, a doctor should not be able to prove his prescription
to a pharmaceutical company (or an adversary). It means that doctors’ privacy
should be enforced by eHealth systems. Generally speaking, a doctor should not
be able to prove his prescription to a third party except for the trusted author-
ities. However, enforced privacy might not be necessary for patients as patients
should have full control of their own private information, and can disclose their
information (partially) to any party if needed.

Enforced privacy in eHealth is rarely studied. In general, it is worthy to in-
vestigate which roles in an eHealth system require the notion of enforced privacy.



It is also interesting to study which cryptographic techniques can be employed
to enforce privacy. In this case, techniques used in other domains to guarantee
receipt-freeness and coercion-resistance can be the first proposals, for example,
chameleon bit commitments used in the online auction protocol [24]. In our re-
search, we focus on formal definition of enforced privacy and efficient techniques
to verify enforced privacy in eHealth. Due to the complexity of eHealth systems,
all these remain as scientific challenges.

4.2 Challenge II: enforced respecting privacy

Different from voting systems and online auction protocols where privacy is
mainly concerned about one role (voter and bidder, respectively), eHealth sys-
tems involved many more different roles. Therefore, one party can be bribed or
coerced to reveal his private information to break another parity’s privacy. In
literature, it is shown that doctor’s prescription pattern should be protected,
which means anyone, except for a doctor himself or trusted third parties, should
not link the doctor to his prescriptions. In order to obtain a doctor’s prescription
pattern, an adversary may bribe some other parties, such as patients or phar-
macists, to reveal their private information to get a doctor’s prescription. This
leads us to a requirement of enforcing third party to respect a doctor’s privacy,
which means a third party should not be able to prove to others the link between
a doctor and his prescription. In general, we identify this privacy requirement
as enforced respecting privacy.

A party besides of the adversary and the party whose privacy should be en-
forced is considered as a third party. The notion of enforced respecting privacy
implicitly covers two situations. First, the third party may reveal his private in-
formation to help the party who is willing to prove his privacy to the adversary.
One example is that a patient cooperating with a bribed doctor to prove to a
pharmaceutical company how the doctor prescribes. Second, the third party is
bribed or coerced to reveal his private information to the adversary and the re-
vealed information breaches privacy of a party whose privacy should be enforced.
The aforementioned example still applies, while instead the doctor is honest and
wants to protect his prescription pattern.

We want to emphasise that enforced respecting privacy is different from en-
forced privacy, e.g. receipt-freeness and coercion-resistance, in voting and online
auction, since a party revealing his private information does not aim to break
his own privacy but another party’s privacy. This is also different from the case
when an adversary controls a set of untrusted parties. Besides, it is too strong
to make the assumption that the adversary has full control of a party, or the
party fully cooperates with the adversary. Because it is impractical for the ad-
versary to control, for example, all pharmacists. Enforced respecting privacy is
a new notion of privacy, which has not been studied in literature. We believe it
is important to eHealth systems as well and stands in its own as a challenge.



5 Our approach

We propose to use formal methods to understand and define the new privacy
notions in eHealth and to build an efficient verification framework to ensure
privacy properties for eHealth systems.

5.1 The need for formal methods

In literature, many research efforts have been devoted to ensure enforced pri-
vacy properties for electronic voting. Several schemes that claim receipt-freeness
(e.g. [22, 26]) have been proposed and later shown to have receipts [27, 28]. Re-
solving this kind of situation underlines the need for formal methods, which are
mathematically based techniques to specify and verify systems.

5.2 Current approaches to enforced privacy

Several formalisations of enforced privacy properties in voting have been pro-
posed. Delaune et al. [29] developed their formalisation of receipt-freeness and
coercion-resistance based on observational equivalences in the applied pi calcu-
lus [30]. Automatic verification techniques within the applied pi calculus frame-
work have been proposed by Backes et al. [31]. Their approach focuses on remote
electronic voting protocols, and mainly deals with coercion-resistance. Baskar et
al. [32] define a language to specify voting protocols and use an epistemic logic
to reason about receipt-freeness. Although it is relatively easy to express privacy
properties based on logic of knowledge, it is rather difficult to develop verification
techniques within such a logical framework. Jonker et al. [33] introduced a formal
framework combining knowledge reasoning and trace equivalences to model and
reason about receipt-freeness for voting protocols and provided a quantitative
definition of voter-controlled privacy. Künsters et al. [34] gave a game theoretic
definition of coercion-resistance as a voter has a counter strategy to cheat the
adversary. Based on the work of Delaune et al. [29], Dong et al. [35] formalised
receipt-freeness in online auction.

5.3 A case study

Currently, we are formalising enforced privacy and enforced respecting privacy
in the applied pi calculus as observational equivalences and studying their ap-
plicability in the protocol proposed by De Decker et al. [5]. One advantage of
using the applied pi calculus is that it is supported by an automatic verification
tool ProVerif [36], which takes the applied pi model and properties as input and
checks whether the properties can be proved on the model. In this case study,
the following key properties are verified:

– secrecy of private information of patients and doctors: to prevent secret
information from being intercepted;



– authentication of patients and doctors: to guarantee the communication is
truly between the one a participant wants to talk to;

– patient and doctor anonymity: to keep patients’ and doctors’ identity secret;
– patient untraceability: to prevent the possibility to identify two separate

sessions executed by a same patient;
– patient-prescription unlinkability: to guarantee the prescription is not linked

to a patient even if the patient’s identity is not revealed;
– doctor-prescription unlinkability: to guarantee a doctor’s prescription pat-

tern is not revealed;
– doctor enforced privacy: to prevent a doctor from being bribed by a pharma-

ceutical company, i.e. the doctor cannot prove which medicine he prescribed;
– doctor enforced respecting privacy: to guarantee a doctor’s prescription pat-

tern is not revealed, even if other parties cooperating with the adversary.

5.4 Future directions

We give a few direction we want to pursuit in the future. The formalisation
of enforced privacy in voting based on observational equivalences [29] provides
users with a fixed defensive strategy. This strategy entails the bribed or coerced
voter being teamed up with another voter, such that one of their two cast votes
matches the adversary’s wishes. The adversary cannot determine who has cast
the matching vote. This forming of defensive coalitions was introduced as a
modelling trick to ensure observational equivalence between a trace where a voter
votes according to the coercers desires and one where he does not. In general, we
envisage more applications for coalition-forming in the formal understanding of
enforced privacy. On one hand, different parties may form larger coalitions and so
have a more robust defensive model. On the other hand, privacy with respect to
an adversary conspiring with multiple parties is inherently lower than the privacy
with respect to an adversary without such a coalition or with a smaller coalition.
Hence, a game theoretic approach combined with observational equivalences is
an interesting approach to enforce and enforced respecting privacy.

Assurance of privacy properties via formal verification is an important step
in developing eHealth systems. However, automatic verification of observational
equivalences is in general undecidable.2 Recently, research has been devoted to
decision procedures for observational equivalences by focusing on a fragment of
the applied pi calculus [37]. It is interesting to see how this can help verifica-
tion of privacy properties in eHealth. Another possible way to verification is to
formalise a proof system of the applied pi calculus [38] in a theorem theorem,
hence resulting a semi-automatic support for privacy verification.

6 Conclusion

eHealth systems are drawing people’s attentions because of its potential advan-
tages. However, because of several challenges, the adoption of eHealth systems

2 The tool ProVerif provides quite limited support.



by the general public is still at an early stage. One of the key challenges is to un-
derstand privacy issues in eHealth. Current study on this topic mainly focuses on
patient privacy and solves it as an access control problem. Privacy issues of other
involved parties and during communications are rarely studied so far. Besides
of enabling privacy in eHealth, such as protecting patients’ private information,
we believe that enforced privacy plays a critical role, especially for doctors. We
have also identified another privacy requirement, enforced respecting privacy.
Currently, our way to study privacy, enforced privacy and enforced respecting
privacy in eHealth is to employ formal methods.
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