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Abstract

Protecting privacy against bribery and coercion is a necessarireatgnt in electronic services, like e-voting, e-auction and e-health.
To capture this requirement, domain-specific privacy properties baega proposed in the literature. We generalise these properties as
enforced privacy a system enforces a user’s privacy even when the user collabavdtethe adversary. On top of that, we take into
account third parties’ influence on the privacy of a target user. Tihe: plarties help to break the target user’s privacy when collaborating
with the adversary and help to protect the target user’s privacy wigpecating with the target user. We propésgependency of privacy
to capture the negative privacy impact that third parties can havec@aldion privacyto capture their positive privacy impact. We
formally define these privacy notions in the applied pi calculus and buildrafchy showing the relations among the notions.

1 Introduction

Privacy is of great importance to electronic services sgol-goting, e-auction, and e-health. A large amount of rebdaas been done
in this area. In the literature, an important focus is prwaccommunication protocols, since most electronic s@wigse the Internet.
To capture privacy in protocols, a wide variety of privacpperties have been proposed, such as anonymity, untréiteajiantified
privacy, etc. (e.g., see [3,9, 24, 32, 33]). We focus on aeuliissuch properties — non-quantified (binary) data privaey, properties
that are either satisfied or not (as opposed to providing attative answer).

Classical data privacy assumes that users want to keeppitiearcy [3, 9, 32]. However, a user may want to reveal infarorato
the adversary due to bribery or coercion. Systems providiagtronic services need to protect against such threats [2, 5, 13, 26]).
This was first achieved in voting: a system in which a voterl@¢mot undo his privacy after voting (preventing vote se)ifi5], and
later, a system in which a voter, coerced to communicateirmomisly with the adversary, cannot undo his privacy [26he3e ideas
were lifted to an e-auction system [2] and an e-health sy$i&h Following this development of stronger systems, diongpecific
formalisations of privacy properties against bribery aodrcion were proposed in the literature: receipt-freenagscoercion-resistance
in e-voting [14], e-auction [16], and e-health [18]. In ortizaddress these privacy concerns domain-independemtlyropose a generic
notion ofenforced privacya user’s privacy is preserved even if the user collaboratsthe adversary by sharing information.

The notions of data privacy and (enforced) privacy focus tamget user and ignore the impact that other users can havs privacy.
However, a third party may help the adversary break privddhe target usergpllaboratior), e.g., revealing his vote may enable the
adversary to deduce another voter’s vote. On the other taatidtd party may help the target user to maintain his priv@oalition),
e.g., a non-coerced voter (who happens to vote as the adyvelssires) can swap receipts with a coerced voter, prayitliea coerced
voter “proof” of compliance while being free to vote as hegses.

Accounting for the privacy effect of third parties is pautiarly necessary in domains where many untrusted roleswaodv/ed. Such
roles may potentially reveal information to the adversary,, pharmacists in e-health may be able to reveal préiseripehaviour of
doctors. In order to ensure doctor prescribing-privacyg-drealth system must prevent this situation [13, 17]. Téiglirement has been
expressed and formalised as independency-of-prescyiiringcy [18]: a doctor’s prescribing-privacy is presatvaven if pharmacists
share information with the adversary. In voting, a similawgcy property, vote-independence [20], was proposechtue a voter’'s
vote-privacy even if another voter is coerced by the advgrsa this paper, we generalise these propertiem@spendency of privacy
the help of a set of third parties does not enable the adyets@reak a target user’s privacy. This notion is generibéndense that first,
a third party may have the same role as the target user (asgrindependence), or a different role (as in independerfigyrescribing-
privacy); second, the collaboration can be instantiatezbascion, but is not limited to that; third, this notion isrdain-independent, i.e.,
it is not restricted a specific domain like e-voting or e-tiral

The converse, that is, the privacy effect of third partidping the target user by sharing information with the targgr, has not been
well studied. To capture privacy in this situation, we pre@the notion o€oalition privacy a target user’s privacy is preserved with the
help of a set of third parties sharing information with they&t user. In particular, we use this notion to also captueesituation where
third parties are involved but no information is shared lestathe target user and third parties. In this case, the exéstenceof the
third parties can help to create a situation where privagyaserved. For example, vote-privacy [14] requires a noemimous result —
there must be at least one voter voting differently. He thesuees that the other voters’ privacy is not trivially broke

In addition to identifying these privacy notions, we forisalthem in a new formal framework. Cryptographic protocois well
known to be error-prone and formal approaches have showmedfibient in addressing this problem, e.qg., see [10, 30lisTformalising
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privacy notions is a necessary step to verify the privacindaof a protocol. Our framework is based on the applied piwdak as it
provides an intuitive way for modelling privacy propertasd cryptographic protocols. In addition, it is supportgdte ProVerif [6]
tool, which allows us to verify many privacy properties auagically [8, 11].

Inspired by the frameworks in the applied pi calculus by Amapet al. [3] and Delaune et al. [14], our framework allovesta give
domain-independent formalisations of all of the identifledforced) privacy notions. We define a standard form ofqmais which
is able to represent any protocol. To formally define enfdrpavacy properties and independency of privacy propgrtiee model
collaborationbetween users and the adversary in a more generic way. Wslls to specify which information is shared and how it
is shared. Thus, our framework provides the necessary ffigxifor modelling various types of collaboration. Bribeand coercion
can be considered as collaboration between the target nde¢ha adversary, and their formalisations as proposed tauDe et al. [14]
are essentially instances of our collaboration speciticatbribery is one-way complete information sharing frora thrget user to the
adversary; coercion is another specific collaboration eliee target user sharab his private information while the adversary provides
information for the target user. To model coalition privgopperties, we propose the notionagfalition in our framework to formally
capture the behaviour and shared information among a tasgetand a set of third parties.

In our framework, the foundational property data-privasyiprmalised in a classical way as strong secrecy: equical®f two pro-
cesses where a variable is instantiated differently [7]s Térmalisation captures privacy notions like anonym8yWhich is formalised
as equivalence of two process with different identitiessé®bon this property, we formalise enforced-privacy, timaliindependency-of-
privacy and their combination coalition-independencyenforced-privacy using the formalisation of collabarati Using the formalisa-
tion of coalition, four corresponding coalition privacyoperties are formalised. In particular, we can show thabuardomain-specific
privacy formalisations such as vote-privacy [27] in e-rmgtibidding-privacy [16] in e-auction, and prescribingvpcy [18] in e-health,
are instances of coalition-privacy, receipt-freeness @mefcion-resistance in e-voting [14, 21] are instanceshefproperty coalition-
enforced-privacy, and independency-of-prescribinggmy [18] and vote-independence [20] are instances ofttmalindependency-of-
privacy (cf. Sect. 6.

Finally, we formally discuss how the formalised privacy jpeaties are related in a privacy hierarchy. We show that getacy
notions considered in an existing hierarchy of privacy iting [22] are instances of properties in our hierarchy. Thremuifference
between the two is that our hierarchy is domain-indepenadedfocuses on privacy in the presence of third parties.

Contributions. The main contributions of this paper are:

e We generalise privacy against bribery and coercion to a @deindependent notioenforced privacyto capture privacy of users
collaborating with the adversary.

e We propose the notion ahdependency of privady capture the privacy effects of third parties collabargtwith the adversary.
Third parties can be any set of users excluding the target uiskke the existing domain-specific notions which uspéhit the
roles and the number of third parties.

e We propose the notion afoalition privacyto capture the privacy effects in the presence of defendiimg parties. This opens a
new direction of privacy notions which take into account commication among third parties and the target user.

e We present a formal framework in which we can precisely mbdet users collaborate with the adversary and how users form a
coalition against the adversary in the applied pi calculise framework leads to a generic formalisation of the idiattiprivacy
notions. Furthermore, we prove the relations between thedlised notions and build a privacy hierarchy.

2 Adversary Model and Privacy Notions

To study privacy, we need to make explicit agaiwstomprivacy is protected — who is the adversary. Our adversabased on the
Dolev-Yao adversary [15] who can eavesdrop, block and injexssages on the network. Moreover, he can extract datarfressages
and compose new messages from known data. The adversargmarate fresh data as needed and can initiate a convergativany
user. The adversary’s initial knowledge contains publforimation, such as public keys.

We distinguish between two classes of privacy-affectingaveour: the target user (collaborating with the adversaingot), and the
behaviour of third parties. Third parties mayteutral, collaborating with the adversargt(acking, or collaborating with the target user
(defendiny— thus we also consider the situation where some are atqekid some are defending. A target user who collaboratés wit
the adversary is not under the adversary’s direct contooitrary to a compromised user who genuinely shares initighfe information
with the adversary. Aeutralthird party, like an honest user, follows the protocol sfieaiion exactly. Thus, such a third party neither
actively helps nor actively harms the target user’s privasydefendingthird party helps the target user to preserve his privacy. An
attackingthird party communicates with the adversary to break thgetanser’s privacy. Note that we do not consider a third party
that attacks and defends the target user simultaneousilenGihis classification, a target user will find himself onetted following
four situations w.r.t. third parties: 1) all are neutral;s®me are attacking; 3) some are defending; and 4) some aokiatj, some are
defending. In the latter three cases, the remaining thirtigsa(if any) are considered neutral.

INote that quantified enforced privacy properties in votid§][are not captured in our framework.

2Note that the Dolev-Yao adversary is not assumed to fullyrebauthenticated users. Bribed or coerced users cannot belimo as part of the adversary, as they are
not trusted by the adversary. In addition, it is necessamadel which information and how users share the informatigue@ally those obtained from channels hidden
from the adversary.



Table 1: Privacy notions

target user third parties
collaborates all some some | some defending
with adversary || neutral | attacking| defending| some attacking
no priv ipriv cpriv cipriv
yes epriv iepriv cepriv ciepriv

Combining the various behaviours of the third parties whibse of the target user gives rise to eight privacy prope(tee Tab. 1).
These properties hold when the adversary cannot break 'a psgacy. In more details, the adversary cannot link thhgetuser to his

data:

1.

data-privacyfriv): when the target user is honest.
E.g., the adversary cannot link the contents of an encrygteail to the user.

. enforced-privacygpriv): when the target user seems to collaborate with the adyersa

E.g., a voter should not be able to prove to a vote-buyer hovoted.

. independency-of-privacyptiv): when (some) third parties collaborate with the adversary

E.g., in e-health the adversary cannot link a doctor to hésgriptions, despite the help of a pharmacist.

. independency-of-enforced-privadgggriv): even when the target user seems to, and some third pastieslg do collaborate with

the adversary.
E.g., the adversary should not be able to link a doctor to tasgriptions (to prevent bribes), even when both the pheishand
the doctor are helping him.

. coalition-privacy ¢priv): when (some) third parties collaborate with the target.use

E.g., in location-based services, the user’s real locasitidden amongst the locations of the helping users.

. coalition-enforced-privacycépriv): even when the target user seemingly collaborates witlativersary, provided (some) third

parties help to defend the user.
E.g., in anonymous routing, a sender remains anonymousifiiehronises with a group of senders, even if he seems thooite.

. coalition-independency-of-privacgipriv): even when some (attacking) third parties collaboraté thié adversary, provided some

other (defending) third parties collaborate with the targser.
E.g., the adversary cannot link an RFID chip to its idengétyen though some malicious readers are helping the adygpsavided
other RFID tags behave exactly as the target one.

. coalition-independency-of-enforced-privagyefpriv): even when the target user seems to, and some third pactieallg do

collaborate with the adversary, provided that other thadips work to defend the target user.
E.g., in electronic road pricing, other users may hide a'siseute from the adversary, even if the user seems to collaband
malicious routers relay information on passing cars to theeesary.

The examples above illustrate that similar privacy congemise in many different domains — e-voting, e-health, tiocabased
services, RFID, electronic road pricing, etc. So far, affesnat formalising privacy have usually been domain-spedfig., [3,9,12, 14,
16,18,21,27,33]). We advocate a domain-independent apprto privacy, and develop a formal framework to achievgithSect. 3.

3 Formal Framework

In this section, we propose a framework to formalise thegasvproperties from Tab. 1 in the applied pi calculus. Weflyri@troduce
the language and notions used in this paper (Sect. 3.1)hEaimplicity of formalisation, we define a standard form aftpcols —well-
formedprotocols (Sect. 3.2), inspired by the formal frameworkrfaydelling anonymity [3]. Based on this, we introduce thepgmy
data-privacywhich acts as the foundation of other properties (Sect. 3[8)formalise enforced privacy and independency of privacy
properties, we formally define collaboration between a $esers and the adversary (Sect. 3.4), inspired by the fofraadework for
modelling bribery and coercion in voting [14]. Finally, torfnalise coalition privacy properties, we formally defir@alition among a
set of users (Sect. 3.5).

3.1

The applied pi calculus

The applied pi calculus [1] assumes an infinite setahegso model data and communication channels, an infinite seaiddblesand a
finite set offunction symbolgsach with an associated arity to capture cryptographicifivies. A constant is defined as a function symbol
with arity zero. Termsare defined as either names, or variables or function syndpgBed on other terms to capture communicated



Figure 1: Applied pi processes

PQ,R:= plain processes
0 null process
P|Q parallel composition
P replication
vn.P name restriction
if M =g N thenP elseQQ conditional
in(v, z).P message input
out(v, M).P message output

A, B,C = extended processes
P plain process
A|B parallel composition
vn.A name restriction
ve. A variable restriction
{M/z} active substitution

messages. We denote the variables in a t8rasVar(N). A set of equations on terms are defined as an equationaytiieat/ =5 N
denotes that termi/ and NV are equivalent according to the equational theory. In @idithe applied pi calculus assumes a set of base
types (e.g., the universal tyfigata) and a type system (sort system) for terms generated by geeded. Terms are assumed to be well-
typed and syntactic substitutions preserve types. Baséeosbove notions, processes are defined as in Fig. 1 wiliePé are termsn

is a namey is a variable and is a metavariable, standing either for a name or a variable.

A name isboundif it is under restriction. A variable isoundby restrictions or inputs. Names and variablesfezeif they are not
delimited by restrictions or by inputs. The sets of free ngrfree variables, bound names and bound variables of aggdae denoted
asfn(A), fv(A), bn(A) andbv(A), respectively. A term igroundwhen it does not contain variables. A processlésedif it does not
contain free variables{ M /x} is a substitution which replaces variablavith term M. The active substitutions in extended processes
allow us to map an extended proce$do its frameframe(A) by replacing every plain process with 0. A frameis defined as an
extended process built up frofrand active substitutions by parallel composition and ietf&tns. Thedomainof a frameB, denoted as
dom(B), is the set of variables for which the frame defines a sultistituA contextC|_] is defined as a process with a hole, which may
be filled with any process. Finally, we abbreviatg - - - vn,, asva, vng -+ -vn;_1.vn,41.- - .vn, asvn/n;, and{M; /z; } - - - {M,,/z,}
aS{Ml/l’l,' . 7M7,/In}

The operational semantics of the applied pi calculus is ddfloy: 1) structural equivalence of processe}, (vhich defines when
two processes that only differ in structure are equival@ptinternal reduction-¢), which covers sub-processes communication and
if-then-elseevaluation; and 3. labelled reductiof), which covers the communication between the adversanttagrotocol. The
transitionA % B means that proces$ performs actiomy and continues as process Action « is either reading a term/ from the
process’s context, or sending a name or a variable of basddyfhe context. We use* to denote one or more transitions.

Several equivalence relations on processes are defined aptilied pi calculus. We mainly use labelled bisimilasity[1], which is
based on static equivaleneg, of processes: labelled bisimilarity compares the dynaraf@hiour of processes, while static equivalence
compares the static states of processes (as representegitiyames).

Definition 1 (static equivalence)Closed frames3 and B’ are statically equivalentB ~, B’, if (1) dom(B) = dom(B’); (2) V terms
M,N: M =g Nin B<= M =g N in B’. Extended processef A’ are statically equivalentd =, A’, if their frames are statically
equivalent:frame(A) =, frame(A4’).

Definition 2 (labelled bisimilarity) Labelled bisimilarity(x,) is defined as the largest symmetric relati@non closed extended pro-
cesses, such that R B implies: (1)A ~, B; (2) if A — A’ thenB —* B’ and A’ R B’ for someB’; (3) if A = A’ and
fv(a) € dom(A) andbn(a) N fn(B) = 0; thenB —*—»—* B’ and A’ R B’ for someB’.

3.2 Well-formed protocols

In the applied pi calculus, a protocol is normally modellasdagplain process. For the simplicity of formalising privgmpperties, we
define a standard form of a protocol [3] and any protocol cawfitten in this form.

Definition 3 (well-formed protocols) A protocol withp roles is well-formed if it is a closed plain process, of the form:

P, = wvc.(genkey|!Ry|---|'Rp)
R, = vid;.vdata;.init;.!(vs;.vsdata;.sinit;.main;) (Vi€ {1, -+ ,p})

where

1. P, is canonical [3]: names and variables in the process nevgregp both bound and free, and each name and variable is bound
at most once;



2. datais typed, channels are ground, private channels avensent on any channel;
3. v¢, vdata; andvsdata; may be null;

4. init; and sinit; are sequential processes;

5.

genkey, init;, sinit; and main; can be any process (possibly null) such t#¥atis a closed plain process.

In process”,,, ¢ are channel namesgenkey is a sub- process in which shared data (e.g., keys sharedd&etwo roles) are generated
and distributedR; (1 < i < p) is a role. To distinguish instances taking the same Rleeach instance is dynamically associated with
a distinct identityvid;; data; is private data of an instance)it; models the initialisation of an instanc@s;.vsdata;.sinit;.main;)
models a session of an instance. To distinguish sessiohs giime instance, each session is dynamically associagetigtinct identity
(vs;); sdata; is private data of a sessioginit; models the initialisation of a sessiomgin; models the behaviour of a session.

Note that this standard form does not limit the type of proteeve consider. A role may include a number of sub-roles abatuser
may take more than one part in a protocol. The identities ddvaee to be used in the process. All:af, vdata; andvsdata; may be
null and genkey, init;, sinit; andmain; can be any process (possibly null) such tRatis a closed plain process. Any process can be
written in a canonical form by-conversion [3]. Thus, any protocol can be written as a ¥elred protocol.

3.3 Data-privacy

We formally define the property data-privacy that acts agabadation upon which other properties are built. To do seneed to make
explicit which datais protected. Thus, the property data-privacy always $ipedhe target data. In procesy,, the target data is a
bound name which belongs to a role (the target #lg i.e., 7 € bn(R;). For the sake of simplicity, we (re)write the ral& in the form
of

R; = Vidi.VT.Ri,

whereR; is a plain process which has two variabiés andr. Note that bya-conversion we can always transform any réiginto the
above form. Whenr € data;,,
R; = vdata;/7.init;.!(vs,;.vsdata;.sinit;.main;).

Whenr is session data in sessisni.e.,™ € sdata,
R; = vdatay.init,.(!(vs;.vsdata,.sinit;.main;) | (vs.vsdata)/7.sinit,. main})).

In case that only information in sessisiis shared with the adversary or third parties, we requiretigabn(P,, ), vsdatal /7.sinit,.main/,
is obtained by applying-conversion on bound names and variables in the originalgs® sdata; /7.sinit;.main;.

Intuitively, data-privacy w.r.tz of protocol P, is the unlinkability of an honest user taking rdte and his instantiation of the target
datar. An honest user taking rol&; is modelled as proces?;. We denote a particular user — tteget user processas R, {id/id;}
whereR; = vid;.R;, variableid; is instantiated with a constaitt. R;{id/id, ¢t/7} denote an instance of the target user in which the
target user instantiates the target data wittheret denotes any data which can be used to replace the targetideainlinkability is
modelled as strong secrecy [7] of the target data: the admecsnnot distinguish an execution Bf wherer = t; from an execution
wherer = t,, forty # t,.

Definition 4. A well-formed protocoP,, satisfies data-privacypfiv) w.r.t. datar (= € bn(R;)), if
pr [RZ{Id/Zdl,tl/T}] 7 pr [Rl{ld/ldl,tg/T}]

In the definition,id is a constanty; andt, are free names. Sinde, = vid; . v7.R;, process}?i{id/z‘di,tl/r} is an instance of role
R; where the identity isd and the target data is,. The contexCp,[-] models neutral third parties. ThuSp, [R;{id/id;,t1/7}] is an
instance of the protocd®,,, similarly forCp, [R;{id/id;, t»/7}]. The only difference between these two instances is tharitiation of
the target data. Thus, this definition captures data-privacy by using thegien ~,: the adversary cannot distinguish a user process with
different target data.

3.4 Modelling Collaboration with the Adversary

Based on data-privacy, we are able to formalise other ptiegerin order to define enforced privacy properties wheeet#iiget user
collaborates with the adversary and independency privemygsties where a set of third parties collaborate with thesesary, we need
to modelcollaborationof users (a target user/third parties) with the adversary.

The process of a set of users is modelled as processes of gacim yarallel. Since a user process is modelled as a roleviglla
formed protocol and each user process can be any role, théusrs of a well-formed protocdt,, is formally defined as a plain process
Ry=Ry |- | Ry, Vie{l,... . m},R,, € {R1,...,R,}.

Inspired by the formal definition of coercion in [14], the ladloration between a user and the adversary is formalisadrasisfor-
mation of the user process. We extend it as a transformatithre orocess of a set of users. Note that a user need not ashaysall his
information, e.g., a bribed user in a social network may aéhés relation with another user, but not his password. Talde to specify



which information is shared, we formally define the set obiniation that a user has. Information of a user is expressadat of terms
in the user process. Since the user processes are canaracaéil-formed protocol, bound names and variables arereifit in each user
process. Thus, we can express information of a set of usersetof terms appearing in the process of the set of usermsTgrpearing

in a plain proces®;; are given byTerm(Ry).

Term(0
Term(P |

0

Term(P) U Term(Q)
Term(P)

{n} U Term(P)

{z} U Term(P)
{M} U Term(P)

)
)
'p)
P)
-P)
)
)

Term(if M =g N then P else Q = Term(P)U Term(Q)

A collaboration specification then specifies which terms pfacess are shared and how they are shared.

Definition 5 (collaboration specification)A collaboration specificationf a processRy is a tuple(¥, @, cout, Cin). ¥ C Term(Ry)
denotes the set of terms sent to the adversary each of whathase type@ C Term(R ) represents terms to be replaced by information
provided by the adversary;,.; is a fresh channel for sending information to the adversarny c;,, is a fresh channel for reading
information from the adversary, i.& gy, cin ¢ fn(Ry) Ubn(Ry).

Given a plain proces®y and a collaboration specificatidW?, @, c,., c;,) Of the process, the transformation Bf; is given by

W, P ,CoutsCin)
R
U .

Definition 6 (collaboration behaviour)Let R, be a plain process, an@¥, &, c,.., c:,) be a collaboration specification dt;;. Col-
laboration behaviour of?;; according to( ¥, @, c,.¢, cir,) is defined as:

0$¥ P Cout Cin)

. = 0,
° (P| Q)(kp,@,coui,czn> - P(W,@,Coutacin) ‘ Q(W,@,cout,cm>’
° (1p)<w,q>,cm,cm) = 1P Pcoucin)
° (yn.P><‘p7‘I’7Cout7Cm) ey
vn.out(Coye, n). LY PCoutsCin) fne ¥
{ vn, P Pocouein) otherwise

o (in(v,z).P)(¥:Pcoucin) =
in(v, x).o0ut(Cout, ). P{Y Ecouscn) if € W
{ in(v, ). P ®:CoutsCin) otherwise
o (out(v, M).P){¥:®:Coucin) =
in(cin, x).out(v, x). P{YP:couscin) if M € &
wherez is a fresh variable
out(v, M).P{¥:P:coucin) otherwise
(if M =g N then P else Q)%¥®:Coutcin) =
in(cn, x).if x = true then P Pcoucin) glge Q¥ P:CoutsCin)
wherez is a fresh variable andrue is a constant.

Note that we only specify user behaviour in a collaboratidth the adversary. The adversary’s behaviour may be omiéeih the
applied pi calculus the adversary is considered as theamwient and does not need to be explicitly modelled. Our ambréo reasoning
about the adversary’s behaviour in a collaboration (erfgreing a voter to cast a particular vote) follows the lirfalee definition of
coercion-resistance in [14]. Namely, a contéki = vc,.:-vcin (| Q) models a specific way of collaboration of the adversary, widgr
models the the adversary’s behaviour in the context. Inwaig we separate the adversary’s behaviour of distinguistwo processes,
which is modelled by the environment, from the behaviourafaborating with users which is modelled by the context.

3.5 Modelling User Coalitions

To define coalition privacy properties, we need to formakyire acoalition between a target user and a set of defending third parties.

The notion collaboration from the previous section canmcatbopted directly, as it does not specify the adversaryiawieur, whereas a

coalition must specify the behaviour all involved users. We extend the formalisation of collaborato model coalition among users.
Given asetofuserBy = R, | --- | Ru,,, a coalition of the users specifies communication betweete(pially) each pair of users.

For every communication, a coalition specification needsaasie explicit who the sender and receiver are (unlike cohiation). Similar

to the specification of collaboration, a coalition spectftmamakes explicit which data is sent on which channel. Ta&ertae behaviour

of both communicating parties explicit, we need to specdwlhe term in a communication is referred to in the recessprbcess. A

communication in a coalition is specified as a tuplg,,, R.,;, M, c,y) whereR,,, Ry, € {Ru,,..., Ry, } (R, # Ry,) are the sender

and receiver process, respectively; € Term(R,,) is the data sent in the communicatieng fn(Ry) Ubn(Ry ) is a fresh channel used

in the communicationy ¢ fv(Ry) U bv(Ry) is the variable used by the receiver to refer to the td&fmA coalition specifies a set of



communications of this type (denoted @}. For the simplicity of modelling, we assume that for eacinoaunication, the coalition uses
a distinct channel and distinct variable, i (R, , Ry;, M, c,y) € © and(R,,, R; ,M’',c’,y') € © we havec # ¢’ Ay # y'.

A coalition specifies a set of terms which are communicatembyorlgmatmg user process and are replaced in the amalitin
addition, a coalition needs to define how a term is replaceda tollaboration, the adversary is assumed to be able to wengmd
prepare this, but in a coalition, no user can compute andapeeipformation for other users. Thus, this ability has toelgplicitly
specified in a coalition as a set of substitutiahis= {{ N/M} | M € Term(Ry)}. The new termV are calculated from a set of terms
Ni,..., N, which are generated by the user, read in by the original pgya® read in from coalition members. A successful coalitio
requires that there are no such situations whémeannot be calculated in the user process wheneeds to be replaced.

Moreover, in a coalition, we allow the coalition to deciddues of conditional evaluations (similar to collaboratiavhere the
adversary decides this). Since no user in a coalition hasliigy to specify the values of evaluations, these neede@s$signed
specifically. In addition, to add more flexibility, we allowcaalition to specify which evaluations are decided by thaiion and which
are not. The evaluations of a plain user procRgsis Eval(Ry ).

Eval(0) = 0
Eval(P| Q) = Eval(P)UEval(Q)
Eval(!P) = Eval(P)
Eval(vn.P) = Eval(P)
Eval(in(v,z).P) = Eval(P)
Eval(out(v, M).P) = Eval(P)
Eval(if M =g N then P else Q) = {M =g N}UEval(P)U Eval(Q)

The assignments of evaluations are specified as H set{(e, b) | e € Eval(Ry) A b € {true, false}}.

Definition 7 (coalition specification) A coalitior? of a set of user® is specified as a tuplé?, A, IT) where6 is a set of communica-
tion, A is a set of substitutions and is an assignment for a set of evaluations.

With the above setting, given a set of uséts and a coalition specificatiofi®, A, IT) on users, the behaviour of a user in the
coalition is modelled as a coalition transformation of tisens original process.

Definition 8 (coalition behaviour) Let Ry = R, | --- | Ry, be a plain process of a set of usets), A, IT) be a coalition specification
of processRy, R € {R,,, -, R,, } be a plain user process, the transformation of the prodessthe coalition is given byz{®-4-1):
RO =y (REAT) | in(er, ) Jout(cy, 1) | -+ | in(ee, yg)-lout(cy, yj))
wheren = {ci,...,c;},ch,...,c arefreshl = {(R,R,;,M,c,y) | (R,Ry,,M,c,y) € O},{c1,...,ce} = {c|(Ry,, R, M,c,y) €

O}, y1,...,y, are fresh variables. Each variable is read in from a distinkinnel in{c,, ..., c,} and sent out over a distinct channel
in{c},...,c,}. Thus we have the following sgtepresents the associatign= {(c1,y1,¢<}), ..., (ce, ¥, )}
R{UHA) s given by:
R OISF,A,ID = 0
I',A T N AT I A,
o (PlQp T = Pl pn A,
. ('P);‘F,A,H) = !war,A,n)’
o (v nP FA,H R
vn.out(cy,n)..... out(ce,n).P;,F’A’H>
if {Cl,...,Cg} ={c|(R,Ry;,n,c,y) € I'}
P<F A0 otherwise
(F AT
[ |n
(v, x).out(cy,x)..... out(Cg,a:).P}F’A’H>
If {017" 7C€} = {C | <R7R7Lj7x7cvy> € F}
F A1) otherwise
F AT .
[ ] OU =
in(ch,y1). - .in(cy, ye).out(v, f(Ny,... =Nn))P§?I<{§1H>y£}
if {N/M} € AA{yr,...,ye} € FUVar(N),
Vie{l,...,0}, (R, R,c;M,y;) € O A (c;,y),cl) €€
out(v, M) P(F’A’H> otherwise
e (if M =g N then P else Q)<F AN =
pinadn if (M =g N, true) € I

F
zﬁﬂp’A’m if (M =g N,false) € IT

if M =g N then P2 clse @74 otherwise
with F'initially equals to{y,...,y¢ | (Ru,, R, M,c,y) € O}.

3This model does not include the coalition strategies in witiettarget users and defending third parties are able ta@tengew data, initiate new sessions, establishing
new secrets, etc.



Processdn(cq,y}).lout(ch,41) | -+ | in(ce,yp).lout(c), y;) models the receiving behaviour of proceBsin the coalition. The
coalition specifies which channel is use to receive data. rébeived data on a channel are referred to as a distinct fegghble. The
received data is sent out over a distinct private channed.aBsociation of channels and variables is modell€d Trhis sending behaviour
is used for the procesB{"4-1) to read the data when it is needed. ProcBss 4’1’ models the sending behaviour, substitution of
terms, assignments of evaluatiod&captures the variables which arefip, . . ., y¢} and has not been read in yet.

Given a set of userB; and a coalition specificatiof©, A, IT) for them, the coalition is now modelled Ré,@’A’m = uQ.(Rﬁf?’A"m |
| RSy where = {c | (R, Ru,, M, c,y) € 6.

Remark. We extend the definitiohiding on channeby Delaune et al. [14] to allow hiding on a set of channels.yTthefine proces®
hiding channet asR\(¢) = vc.(R |!in(c, x)). We extend this as follows.

Definition 9 (hiding on multiple channels)Given a proces® and a set of channels = {cy, ..., ¢/}, hiding on the set of channels is
defined asR\©) = v&.(R |lin(cy,z1) | --- |lin(cn, 2¢)) (@1, ...,z € bv(R) U fv(R)).

4 Formalising the Privacy Notions

Based on the framework defined in Sect. 3, we formally definéo(eed) privacy properties in the presence of third partiBased
on the formalisation of data-privacy (see Def. 4), we firdirdeenforced-privacy where the target user collaboratéls tie adversary
(Sect. 4.1). Taking attacking third parties into accoure, define independency-of-privacy (Sect. 4.2) and indeparydef-enforced-
privacy (Sect. 4.3). Finally, we take defending third pestinto account (Sect. 4.4), and define the identified cooreipg coalition
privacy properties (Sect. 4.4.1 to Sect. 4.4.4).

4.1 Enforced-privacy

Enforced-privacy is the unlinkability of a target user ts biata even when the user collaborates with the adversafferéit collab-
orations impact privacy differently, so when we say a protaatisfies enforced-privacy, it always refers to a spedifitaboration
specification.

As in receipt-freeness and coercion-resistance [14], dhget user’s privacy is considered to be satisfied, whendiget user is
able to lie about his target data, and the adversary canihetttether he has lied. Thus, when a protoét) satisfies enforced-privacy
w.r.t. a target data (which belongs to role?;) and a collaboration specificatiq?, &, c,u¢, cir,) defined on proceséi (whereR; =
vid;.vr.R;), there exists a proceg¥ for the target user to execute, such that the adversary tedistinguish between real collaboration
with 7 = t, and fake collaboration (by means of procé3 with 7 = t,.#

Definition 10. A well-formed protocoP,, satisfies enforced-privacegriv) w.r.t. 7 and (¥, @, c ., cin), if there exists a closed plain
processP; such that for any conteg_| =vc ¢.vcip . (-| Q) satisfyingon(P,,)Nfn(C[-]) = PandCp, [C| Aiw’¢’°”“"c’"'>{id/idi, t/7}])] =
Cp, [R{7 Ve fid /id; ¢, /7}], we have

w

1.C[Ps) )~y Ri{id/ids, )7},
2. Cp, [CIR{Y® o) (id /idy, t /Y]] = Cp, [C[PF]],

wherer € bn(R;), R; = vid;.vr.Ri, (¥, &, cout, cin) is a collaboration specification defined dt, andt is a free name representing
a piece of data.

The behaviour of the collaborating target user is modelhea?l%{p’é’%““””){id/z‘di, t/T}. The behaviour of the adversary in the
collaboration is implicity modelled a€) in the contextC[.] = vc,u.vcin.(- | Q). Thus a specific collaboration is modelled as
C[R,fg"q}‘““"c””{id/idi, t/7}]. Note that sometimes the target data in the collaboratiootisiecided by{¢/7}, but by the context|_].
Thus, the instantiation of the target data with a specifia tlats modelled as the equivalence relats), [C[R§ T2 B:CoutsCin) {id/id;, t/7}]] =0
Cp, [R,fw’@‘”““cf"){id/idi, t1/7}]. The first equivalence shows that even if the contéxt is able to decide the target data, the target
user can still actually instantiate the target data wittby executing the proces3;. The second equivalence shows that the adversary
cannot distinguish the target user following the collakiorain processfzé‘D’ds’c"““””{id/z'di, t/7} from executing the proces;, in
the context of the adversary collaborati©n].

4.2 Independency-of-privacy

Next, we account for attacking third parties. Based on gaitacy, we define independency-of-privacy to capturegmyvwhen a set
of third parties collaborate with the adversary. As différsets of third parties may differently influence the tangsgr's privacy, and
since different collaboration amongst the same third esitgads to different privacy properties, independeneygrivhey is defined with
respect to a set of third parties and a collaboration spatiific between them and the adversary.

4In the epistemic notion of coercion-resistance, enforaggkpy can be defined as the existence obanter-strategyor the target user to achieve his own goal, but the
adversary cannot distinguish it from the target user falhmuthe adversary’s instructions [28].



Definition 11 (third parties) Given a well-formed protocaP,, and an instance of the target usBr{id/id, t/7}, a set of third parties is
defined as a set of usefsy = Ry, | - | Ry, WhereVi € {1,--- ,m}, R,, # R;{id/id, t/7}. We useRr to denote a set of attacking
third parties andR to denote a set of defending third parties.

The collaboration between a set of attacking third padigsand the adversary is expressed as a collaboration spe'o'lficat

(vt @t ct . cl ) defined on procesBr. The behaviour of the third parties in the collaboration delled asRW o Cin)

Inspired by the formal definitions of independency-of-présng-privacy [18] and vote-independence [20], mde]lmmy of privacy
is defined as follows: a well-formed protocBl, satisfies independency-of-privacy w.r:te bn(R;) and(Rr, (¥¢, &t ct .. ct.)), if
the adversary cannot distinguish the honest target useugmng role R; with 7 = t, from the same user with = t,, even when the set
of third partiesR collaborates with the adversary according to collaboresipecification ¥*, &*, ct ., ct ).

Definition 12. A well-formed protocoP,, satisfies independency-of-privadpr{v) w.r.t. datar and attacking third parties

(RT7<wt @t’ Couts m>)|f
Cp, [Rifid/idi, ta/7} | RY 0] my Cp, [Ri{id fids, ba/r} | R C0ei)),

wherer € bn(R;), R; = yidi.yr.]%i, (vt ot c! ¢ ) is a collaboration specification of proce&y-.

» Coutr Cin

ProcessRW ot ) models collaboration betwedty and the adversary. If the equivalence holds, then despétedhaboration,

adversary cannot distinguish, {id/id;, t; /7} in which the target user uses= t, from R;{id/id,, t,/7} in which the target user uses
T = t2.

4.3 Independency-of-enforced-privacy

We define independency-of-enforced-privaiep(iv for short) based on enforced-privacy in a similar fashioimdspendency-of-privacy.
As iepriv combines enforced-privacy and independency-of-privik@epends on target data and collaboration. More pregigsglyiv

of a protocolP,, is defined w.r.t. target data € bn(R;), a collaboration specificatiot?, &, ¢, ci,) defined on proces&; with
R; = vid;.wv7.R;, and a set of attacking third parties together with a collation specification defined on the third parties pro-
cesseg Ry, (¥, o ct .. ct )). A well-formed protocolP, satisfieseprivw.r.t. 7,(¥, &, cout, Cin), and(Ry, (¥, &t ct , ct ),

if there eX|sts a closed plain procegs for the target user to execute, such that, despite the hethirof parties R according to
(wt, @t ct ., cl ), the adversary cannot distinguish between the target eflaborating withr = t4, and him really using = t, but

faking collaboration fofr = t; by Py.

Definition 13. A weII formed protocolP,, satisfies independency-of-enforced-privampiiv) w.r.t. datar, (¥, @, cout, Cin), and
(Rp, (Wt &t ct ,, ct)), if there eX|sts a closed plain proceE§ such that for anyC[] = vcour-vein.(-| Q) satisfyingbn(P,) N

’ out? in

fn(C[]) = 0 andCp, [C[R! """ ") {id/id;, t/7}] | Rr] ~ Cp, [RST D) fid /id; 1 /7} | Rr), we have

w

1.clP ]\<°w )y Ry {id/idz,tz/T},
2. Cp [C[ (O, @ Cout,Cin) {d/zd“t/T}] | R (W', o'l cl) ]NZ Cp., [ [Pf] | R (o, ot 7n>]7

wherer € bn(R;), R; = uid vr.R;, (¥, &, cout, cin) is a collaboration specification foR,, t is a free name representing a piece of
data, and(¥t, &t ct .. ct )is acollaboration specification of proce&y .

> Coutr Cin

This definition mainly adds the collaboration of third pestR (75 hehnh) 1 Def, 10.

4.4 Coalition privacy properties

In the previous sections, a third party user is considerezithsr neutral or attacking from the target user’s pointiefw In this section,
we take into account third parties which cooperate with #nget user to protect the target user’s privacy. Correspgrid each privacy
property defined above, we define coalition privacy propentvhich take into account defending third parties.

Definition 14 (defensive coalition) Given an instance of the target usé{{id/id, t/7}, a set of defending third partie®p, and a coali-
tion specification/©, A, IT) defined onRy = R.{id/id,t/7} | Rp, the coalition is modelled as2.(R;{id/id, t/7} | Rp){®24T
wheref? = {c | (Ry,, R.,;, M, c,y) € O}. Thetarget user's behaviour in the coalitionfs{id/id, zt/¢}<9’A’H> =vn.(Ri{id/id, t/7}){T4)
|P,y),wheren = {c/,...,c;}, I = {(]:Zi{id/id7 t/7}, Ruy, M, c,y) | <Ri{id/id7 t/T}, Ry, M, c,y) € O}, Py = in(cy,¥).lout(c, y7) |

- | in(ce, yp)-lout(ch, yy))) with {y/},...,v,} being fresh variables{ci,...,c,} = {c | (Ru,, Ri{id/id, t/7}, M,c,y) € 6} and
& =A{(c1,91,¢ch),...,(ce,yp, cp)}. The third parties’ behaviour in the coalition is modellesi]a})@’A o



4.4.1 Coalition-privacy

Intuitively, coalition-privacy means that a target usgrs/acy is preserved due to the cooperation of a set of defgridird parties. A
well-formed protocolP,, satisfies coalition-privacy w.r.tr € bn(R;) and(Rp, (@, A, II)) ((6, A, IT) is defined onk; | Rp where
R, = yidi.ur.}?{i), if the adversary cannot distinguish an honest user in®glesingr = t; from the user actually using = t, while
helped by a set of defending third parties.

Definition 15. A well-formed protocoP,, satisfies coalition-privacycpriv) w.r.t. datar and coalition(Rp, (O, A, IT)) if

Cp,[Ri{id/id;, t1/7} | Rp) ~¢ Cp,[v2.(Ri{id/id;, t2/7} | Rp)¢®4D)],
wherer € bn(R;), R; = vid;.wvr.R;, (6, A, II) is a coalition specification defined aRy = R,{id/id;,t2/7} | Rp, and 2 =
{C ‘ <Rui7Ruij,C7y> S @}

In the above definition, the coalition is modellecia8. (R, {id/id;, t2/7} | Rp){®-4:1) where the target user instantiates the target
data witht,. The equivalence shows that the adversary cannot disthghe target user instantiating the target data wittin the
coalition from the target user instantiating the targeaduth t,. Thus, coalition-privacy captures privacy when theretsxsset of third
parties cooperating with the target user following a préngel coalition specification.

4.4.2 Coalition-enforced-privacy

Taking into account defending third parties, we define tioalienforced-privacy based on enforced-privacy. As befaoalition-
enforced-privacy specifies a target datand a collaboration specification of the target USEr @, c ., ci ). As in coalition-privacy,
coalition-enforced-privacy specifies a set of defendirigithpartiesRp and a coalition specificatiof®, A, IT) as well. In coalition-
enforced-privacy, the target user both cooperates witladversary and defending third parties. Similar to enfonmeehcy, we assume
that the target user lies to the adversary if it is possible.d&/ not assume that the target user lies to the defendinyghities, as they
help the target user maintain privacy.

Intuitively, coalition-enforced-privacy means that agetr user is able to lie to the adversary about his target daenvkelped by
defending third parties — the adversary cannot tell whatieeuser lied. This property is modelled as the combinatf@oalition-privacy
and enforced-privacy: a protocdl,, satisfies coalition-enforced-privacy w.r.te bn(R;), (¥, @, cou, cin) and(Rp, (O, A, II)), for
(¥, @, cout, Cin) & collaboration specification defined &) with R, = vid;.vT. Ri, and(e, A H> a coalition specification defined on
the target user anllp, if there exists a proced?, such that the adversary cannot dlstlngwsh between gewgoifaboration withr = t,
and faking collaboration using; with the help of the coalition for = t..

Definition 16. A well-formed protocoP,, satisfies coalition-enforced-privacgdpriv) w.r.t. datar, (7, @, cout, cin) @Nd(Rp, (O, A, IT)),
if there exists a closed plain procesg, such that for any| ] = ycout.ycm.(,| Q) satisfyingbn(P,) N fn( [])=0and

Cp, [CIRY" e (id fid;, t/7}] | Rp) =~ Cp, [}V {id /id;, 1/} | Rp), we have

1.vR.(vn.(C[P ]\<°°"f | P)) | RN~y v (Ri{id/idy, to /7| Rp)(©-A D),
45 +CoutsCin) . 0,A,11
2.Cp, [CIR {id/id;, t/7}] | Rp) ~¢ Cp, lvn.(C[P;] | P,)) | Ry,

wherer € bn(R;), R; = vid;.vr.R;, (¥, &, Cout, Cin) is @ collaboration specification defined dh, ¢ is a free name representing a
piece of data®, A, IT) is a coalition specification defined dty = R;{id/id;, t2/7} | Rp, 2 = {c | (Ry,, Ru;, M, c,y) € 6},
P, = in(clA7 yi)lout(ch,yh) | -+ | in(ce, yp).lout(cy, y;))) with {y}, ..., y,} being fresh variables{c,, ..., c,} =

{c | (Ru,, Ri{id/id, t/7}, M,c,y) € O}, n = {ch,...,c;} andé = {(c1, ¥}, ch); - -, (ce, Y h)}-

The collaboration between the target user and the advensstgntiating the target data witty is modelled by the equivalence
Cp [C[J%fW’qs’c“"*’c""){id/id,-, t/7}] ~¢ Cp, [Rl-{id/id,-,tl/T}W’@’C"“’ci")]. The target user’s actual behaviour of instantiating thegatia

da;)a witht, in processP; is modelled as the first equivalence. The second equivalmmes that the adversary cannot distinguish the
process in which the target user follows the collaboratiih the adversary from the process in which the target ussitdi the adversary

with the help of defending third parties.

4.4.3 Coalition-independency-of-privacy

Similarly, we define coalition-independency-of-privacitiwespect to a target data a set of attacking third parties with a collaboration
specification Rz, (¥, ¢, ct ., ct ), and a set of defending third partiés, with a coalition specificatiod©, A, IT). Note that we
require that there is no intersection between attackirrd fhrties and defending third parties, i.B5; N Rp = 0, as we assume a third
party cannot be both attacking and defending at the same #meell-formed protocolP,, satisfies coalition-independency-of-privacy
w.rt. 7, (Rr, (Wt & ct . ct ))and(Rp, (O, A, IT)), if the adversary, even with the collaboration of a set adaking third parties,

cannot distinguish the target user instantiating t, from the target user actually instantiating= t, in the coalition with the help of
defending third parties.
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Definition 17. A well-formed protocolP,, satisfies coalition-independency-of-privacyptiv) w.r.t. datar, (Ry, (¥, &, ct ., ct ),
and(Rp, (6, A, II)), if

Cp, [Ri{id/ids, t1 )7} | Rp | R o))y Cp. [v.((Ri{id/ids, 82/7} | Rp)(©@AD) | REYHE i)y,

wherer € bn(R;), R; = vid;,.wr.R;, (W', &' ct . ct )is a collaboration specification of procesd;, and (6, A, IT) is a coalition
specification defined oy = R;{id/id;,t2/7} | Rp, 2 = {c | (Ru,, Ru,, M,c,y) € O}.

4.4.4 Coalition-independency-of-enforced-privacy

Finally, we consider the case combining all situations tioge the target user coIIaborates with the adversaryfofig (¥, @, cout, Cin ),
a set of attacking third partieBr collaborate with the adversary following?®, #*,ct ., ct ), and a set of defending th|rd parti&s,
and a coalition @, A, IT)). We formally define coalition-independency-of-enforged/acy below.

Definition 18. AweII formed protocoP,, satisfies coalition-independency-of-enforced-privaigdriv) w.r.t. datar, (¥, @, cout, Cin)s
(Rr, (¥, &', ct ., ct V)and(Rp, (6, A H>) if there existsaclosed plain proceBs such that for any contel]_| = vcus.vcin.(-| Q)
satisfyingbn(P,,) Nfn(C[]) = 0 andCp, [C[R\ """ {id/id; t/7}] | Ry | Rp] ~¢ Cp, [RL"" ") {id/id;, +1/7} | Ry | Rp),
we have

L. (CLP N | Po) | RS g v2.(Ru{id ids, t2/ 7} Rp) (€410,
2. Cp, [CIRSV P e fid fid,, t)73] | Rp | RGY P e ,,L>]
~ Cp, [V 92.(vn.(C [PfJ|Py>>\R<@“>>|R“” B ol

wherer € bn(R;), R; = vid; vr.R;, (¥, ®,cout, cin) iS a collaboration specification defined diy, (wt ot ct . ct)isa col
laboration specification defined ofi;, (6, A, IT) is a coalition specification defined aRy = R,{id/id;,t2/7} | Rp, t is a free
name representing a piece of datd, = {c | (Ry,, Ry,, M,c,y) € O}, P, = in(cy,y;).lout(ch,41) | --- | in(ce, yy).lout(cy, yp)))
with {y},...,y,} being fresh variables{ci,...,c;} = {c | (Ru,, Ri{id/id,t/7},M,c,y) € O}, n = {c},...,c,} and¢é =
{(cr, 91, ¢1), -, (cer i c) -

Remark. Each of the defined coalition privacy properties, nanmegyiv, cepriv, cipriv or ciepriv, must specify a coalition (the set of
defending third parties and the coalition specification)a protocol, a target user’s privacy may be preserved oresdovith the help of
different coalitions. We can formulate the coalition payaroperties by requiring the existence of such coalitidnss leads to a more
general version of coalition privacy properties, wheredbalition is not specified. The general version of a coalifiivacy property
can be easily deduced from its corresponding specific ptpp€bpr instance, a generapriv can be defined as the existence of a set
of defending third partie®2, and a coalition specificatiof®, A, IT), such that coalition-privacy is preserved. The generaivarof
coalition privacy properties allow us to reason about thisterce of a coalition (a strategy) such that a user’s pyii@preserved. How

to find such a coalition is an interesting topic for studyioglition privacy properties.

5 Relations between the Privacy Notions

We show the relations between the privacy properties inEigve usep to denote the specification of a target user’s collaboratiith
the adversarju'/ P, cout, Cin), 0 to denote the specification of a set of attacking third pasied their collaboration with the adversary
(Rr, (W', &t ct . cl)), andd to denote the specification of a set of defending third paried their coalition with the target user
(RD7 <67 A H>)

The left diamond in Fig. 2 shows the relations between pyiyaoperties which do not consider defending third partibgenthe right
diamond shows the relations between privacy propertiestonsider defending third parties. In the left diamaetjv, andiprivy are
stronger tharpriv, meaning that if a protocol satisfiegriv,, or iprivy, then the protocol satisfigsiv. Intuitively, if the adversary cannot
break privacy with the help from the target usergriv,) or from a set of attacking third parties (iorivy), the adversary cannot break
privacy without any help (ifpriv). Similarly, if the adversary cannot break privacy with tiedp from both target user and attacking third
parties (iniepriv, »), the adversary cannot break privacy with the help from amig of them (inepriv, andiprivy). Thus,iepriv, ¢ is
stronger than both enforced-privacgndiprivg. This is described as Thm. 1.

Theorem 1. (1) V0, iepriv, g = epriv,, (2) Vp, iepriv, 9 = iprivy, (3) Vp, epriv, = priv, and (4)v0, iprivy = priv.

Proof sketcht The proof ofvp, iepriv, s = iprivg and¥p, epriv, = priv follows the strategy of how to prove coercion-resistance
= receipt-freeness= vote-privacy given by Delaune et al. [14]. For allwhen a protocol satisfiesprivp, for an adversary context
C[.], three equivalences in Def. 10 hold. From the equivalenges;an deduce thatp, [RW Drcoutsein) {|d/zd1,t1/7}] =~ Cp, [C[Py]].

By applying the evaluation contextc,.:.(- |!in(cout, 2)) 0N both side of the equivalence, we prove tdat [R {id/id;, t1/7}] =~

Cp, [C[ }\(““"')] Because of the first equivalence in Def. II[)Pf]\(CW“') ~¢ Ri{id/id;, t,/7}, we deduce the equivalence
Cp,[Ri{id/id;,t1/7}] ~¢ Cp,[Ri{id/id;, t2/7}]. This coincides with the equivalence in Def. 4. Thus we prihatVp, epriv, —
priv. Similarly we provevp, iepriv, s = iprivy.
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Figure 2: Relations of the privacy notions
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V0, iprivg = pr|v can be proved as follows: for an adversary contgxt=wvc’ ,.vct, .(-| Q) satisfyingbn(P,) Nfn(C[]) =0 A
Cp, [C[RW i "] & Cp, [RY: (O 0 o i) ]), we show thatprivy = priv. By applyingC[_] and the evaluation context? ,.(_

out* ‘
lin(ct,,;,z)) on both side of the equivalence in Def. 12, we héye [R,{id/id;,t,/7} | Ry] ~¢ Cp,[R:{id/id;, t2/7} | Rr]. By
applying rule!P = P |! P, the third parties’ behaviouR is absorbed by the environment. Thus, the equivalence inDisfsatisfied.

Similarly reasoning holds for provingy, iepriv, s = epriv,,. Precise proofs are available in the technical report [19]. O

Moreover, the implication relations in Thm. 1 are uni-ditrenal, in the sense that we can disprove the opposite @recby present-
ing counter-examples (see details in [19]). We can applys#me technique to prove the relations in the right diamoriswe have
the following theorem.

Theorem 2. (1) V6, ciepriv,gs == cepriv, s, (2) Vp, ciepriv,gs; == Ciprivg s, (3) Vp, cepriv,; = cprivs, and (4)Ve,
ciprivg s == Cpriv;.

Each privacy property in the left diamond has a weaker cporeding property in the right diamond, meaning that if a pcot
satisfies a privacy property in the left diamond, there exastoalition such that the property satisfies the correspgrabalition privacy
property in the right diamond. Intuitively, if a protocolgserves privacy of a target user without any help from thandies, the protocol
can still preserve his privacy with the help from others.

Theorem 3. (1) ciepriv,y = 39, ciepriv, g, (2) epriv, = 3d,cepriv, s, (3) iprivy = 39, ciprivy 5, and (4)priv = 37,
Cprivs.

Proof sketch When a protocol satisfigsiv, the equivalence in Def. 4 holds. It is easy to see that thavalgmce in Def. 4 coincides
with the one in Def. 15 when the coalition is set empty. Theesagasoning holds for proving other relations in the theorem O

Generally, given a set of defending third partieés, when a protocol satisfigiv, the requirement that the protocol also satisfies
cprivs is v2.(R;{id/id;, t2/7} | Rp){®2 M ~, Ri{id/id;,t5/7} | Rp. When the coalition is of the form®, 0, §)), this requirement
is satisfied. However, not all coalition specifications dafionRp can satisfy the requirement. Therefore, even when a prbsatisfies
priv, some coalition specification may fail to satisfyrivs;. The observation holds for other relations in Thm. 3 as well.

Remark. Dreier et al. [22] build a hierarchy of privacy notions, ugsamodular approach, in voting considering the followingelinsions:
1) No communication between the target user and the adyensaget voter forwarding information or interactive connmcation
(coercion). The latter two cases can be instantiated bylabmmiation specification. 2) All other voters are neutrak @oter is controlled
by the adversary. The second case can be instantiated aid pahty collaboration specification. 3) The adversary kmawy behaviour
of the counterbalancing voter, or the adversary knows sahawour of the counterbalancing voter. These two casebeamstantiated
by third party collaboration. 4) The target voter is forcedabstain or not. The forced-abstain-attack is not consitiar our hierarchy,
since we focus on data privacy, not behavioural privacy.ddition, as stated by Jonker and Pang [24], forced absteittitivial if the
adversary has a full view of the network. We do cofaced vote spoiling24] where the adversary forces the voter to produce anithval
ballot. In summary, the vote-privacy notions in the hiehgrof [22] (except for forced abstention) are instancesgfv, cipriv, cepriv
andciepriv. Thus, our hierarchy is more general as well as domain-iediégnt.

6 Discussion

In this section, we briefly show that several existing dorsgpacific privacy properties can be instantiated as onergitivacy properties.
Then, we show some directions to further extend the privacgegrties. For details, see [19].

5Note that the requiremenBi§’ makes the coalition privacy properties in Thm. 3 coincideviiteir general extensions as discussed previously in &dct.
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6.1 Application

Privacy notions modelled as strong secrecy can be captyrddth-privacy. For instance, anonymity [3] is data-privadiere the target
data is a user’s identity. Various domain-specific propertivhich capture privacy in domains where data-privacgasstrong to be
satisfied, can be instantiated by coalition-privacy. Fstance, bidding-privacy [16] in sealed-bid e-auctionsafireed as the adversary
cannot determine a bidder’s bidding-price, assuming tligtence of a winning bid. This can be instantiated as coalifirivacy where
the target data is a bid, the defending third party is the imiphidder and the coalition specification(ig 0, #). Vote-privacy [27] is
defined as the adversary cannot determine a voter’s votethéttexistence of a counter-balancing voter. This can bautisted as
coalition-privacy where the target data is a vote, the ddifemthird party is the counter-balancing voter and theitioal specification is
(0, A, By where the substitutior specifies how to replace the counter-balancing voter’s.vote

Enforced privacy notions like receipt-freeness or coergeigsistance can be captured by either enforced-privacgalition-enforced-
privacy. Receipt-freeness [14] in voting can be instaatdty coalition-enforced-privacy, where the target datatae coalition are the
same as in vote-privacy, and the collaboration specifinati¢ ¥, 0, c,.:, ci») Wwhere ¥ contains all private terms generated and read-in
in the target voter process. In a similar way, coercionstasice [14] in voting is an instance of coalition-enforgenacy.

The two independency of privacy properties, i.e., indepeig-of-prescribing-privacy and independence-voteags are instances
of coalition-independency-of-privacy. For example, ipeiedence-vote-privacy [20] can also be considered as &anites of coalition-
independency-of-privacy, where the target data and thitiooeare the same as in vote-privacy, the set of attacKiigl fparties is a third
voter, and the collaboration specification of the third vage 7, (), c o, i) Where ¥ are all generated and read-in terms in the third
voter process.

6.2 Extension

Each property in the hierarchy can be instantiated in maffigrdint forms by specifying the parameters of the propesticly as target
data, collaboration, coalition). Furthermore, only thgéd user is allowed to lie to the adversary — we do not consjitey third parties.
This can happen when third parties are coerced to collaberih the adversary. By sharing their real information, thied parties’
privacy may be broken. To protect their own privacy, thirdtigs may lie as well. For example, in social networks, itésidable that a
user can lie to the adversary about the link between theitglearid pseudonym of his friends [4]. This requirement aimpriotect the
unlinkability of identity and pseudonym of the user’s frieriThe coerced user is considered as a third party and heumaddo lie to
the adversary. Such a property can be formalised like eafbprivacy: if there exists a process in which a coerced (collaboration

specification( ¥t, ¢t ct ., ct ))third party R, is able to lie such that the adversary cannot tell whetheigldeor not, then the protocol
enforces the target user's privacy. Formally, [R\” % ) | Ri{id/id;, t1/7}] ~¢ Cp, [Py | Ri{id/id;, t2/7}]. Other properties,

such asgpriv, iepriv, cipriv andciepriv, can be extended in a similar way.

7 Conclusion and Future Work

In this paper, we have identified (enforced) privacy notionthe presence of third parties. We formalised the collation of users,
including the target user and attacking third parties, Withadversary and the coalition among users (the targewitbedefending third
parties) in a generic way. The identified privacy notionsfarmally defined in the applied pi calculus. We presenteddietions among
the properties as a privacy hierarchy. We also showed thitugexisting privacy properties in the literature canhsantiated as one
of the properties in the hierarchy.

We have already mentioned a few interesting research dirscin the paper, for example, how to find a coalition and Isgsize
strategy for the coalition to satisfy some coalition privg@coperties for a protocol, and how to extend our privacydrehy to capture
situations where a third party is coerced but has a stratedg to the adversary. One important future work is to apply privacy
notions to real-world applications such as online socitlvoeks.
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Theorem 1. If A ~, BandB =, C, thenA ~, C.
Theorem 2. If A= BandC = D, andA =, C thenB ~, D.

Theorem 3. Let @) be a closed plain process arg,; be a channel name such tha,; ¢ f(Q) Ubn(Q). LetCh[] = veour-(- |
in(Cour, ). We haveQ( dcouc) ) = ye , (QUIDeonc) [in(cou,x)) ~ Q [14]

Corollary 1. Let @ be a closed plain process and', (), #) be a coalition defined o) where!l” represents termg forwarding to others.
Information inI" is sent on a set of channels 1 = {c1,...,c,} = {c | (Q, Ry,;, M, c,y) € I'} such thatc; ¢ fn(Q) U bn(Q). Let

Culd = v lin(cr, 1) | - lin(cn, n)) (@1, ..., 20 & by(R) U fu(R)). We have(T-00 ) — 1y (9(r00) [lin(ey,zy) | --- |
!in(cn,xg)) =y Q

This can be proved by applying Thm. 3 multiple times.

Theorem 4. LetC,[] = vui.(- | B1) andCz[] = vus.(- | B2) be two evaluation contexts such thatn (fv(By) U fv(Bz)) = 0 and
uz N (fv(By) Ufv(By)) = 0. We have thaf; [C2[A]] = C2[C;[A4]] for any extended process A [14].

Theorem 5. Let A | B be a process; be a channel name iA, c never appears iB. (A | B)\(C") = A\ | B,

Proof.
(A| B)\®) = ve. (4] B) |lin(c, z))

AN | B = (ve.(A |lin(c,z))) | B
Sincec never appears i3, we have (ruleNEW PAR)
(ve.(Allin(c,z))) | B=vc.((A|lin(c,x)) | B),
Because of rul®AR- Cand rulePAR- A, we have
(A | B) |lin(c,z) = A |lin(c, z) | B,

Thus,
ve.((A] B) |lin(c,x)) = ve.((A lin(c,x)) | B).

By transitivity of structural equivalence, we have
(A B\ = 4\ | B.

A Thm.1

(3) ¥p, epriv, = priv
We prove the statement in the following two directionsyp, epriv, = priv 2. 3p, priv =4 epriv,

1. ¥p, when a protocol satisfiepriv,, we prove that the protocol also satisfjgs..
For a collaboratiorp = (¥, &, c,us, cin ), When a well-formed protocaP,, satisfiesepriv w.r.t. 7 and(¥, @, c,ut, cin), there
)

exists a closed plain procesy, such that for any context|_| =vcy:.vcqy.(-| Q) satisfyingbn(P,,) N fn(C[]) = 0 and
eql:
Cp, [CIRLT e m) (id Jid,, t)7}]] e Cp, [RET Ve ) {id fid,, £1 /7Y,

we have

eq2:

el M) ey Ri{id/ids, /7Y,

and

eq3:

Cp, [CIRS T o) (id fid;, t /7}]] ~¢ Cp, [C[Pf]]-

%

1) According to Lemma 1 (transitivity of,), combining €ql) and €g3), we have

eq4:

Cp, [RV Ve id fidy, £1/7}] ~ Cp, [CIPy]].
2) By applying the evaluation conte&f [ ] = vcout-(- lin(cous, ©)) (2 is a fresh variable) on both sides efg4), we have
eqs:

CulCp, [RL" oo (id fidy, t1 /Y]] 2 CulCp, [CLPF]].
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3) According to Lemma 4, by swapping position of contéxf ] andCp, [], the left side of €g5) is structural equivalent to
Cp, [Ch[RSV Vo) fid fid,, £, /7],

and the right side ofgq5) is structural equivalent 8p, [C1, [C[P¢]]]. According to Lemma 2, the above two processes are bisimilar
that is
eq6:

Cp, [Ch[R{ Vo) (id fid, t1/7}]] ~¢ Cp

4) By Lemma 3, we have the following equivalence

L [CrICLPF]]]-

Cu[RSTVeomend fid fid, £y /7)) ~p Ri{id/idy, 61/7)

By applying the contextp, [_] on both sides of the above equivalence, we have
eq’:
Cp, [ChIRL" Ve ) (id Jid,, t1 /7)) =0 Cp, [Ri{id/ids, t1/7}).

That is, the left side ofdq6) is equivalent tap, [R;{id/id;, t1/7}].
5) By Lemma 3, we havé[Pf]\(°°’“*") = Cy[C[Py]]. Thus, we can replace the proc€$§f]\(°°““') in (eq2) with C, [C[Py]]. That
is, C1[C[Py]] ¢ Ri{id/id;,to/7}. By applying contextp, [ ] on both sides of the above equivalence, we have
eqs: X
pr [Ch [C[Pf]” 57 pr [Rz{ld/ldl, tg/TH.

That is, the right side ofgg6) is equivalent tap, [R;{id/id;, t5/7}].
6) According to Lemma 2, combining@6), (eq7) and €g8), we have
eqo9:
Cp, [Ri{id/id;, t1/7}] ~¢ Cp, [Ri{id/id;, t2/7}].

The equivalenceg(@9) coincides with the equivalence in Def. 4. Thus, the protdeg satisfiegriv. O

2. There existp such thapriv =~ epriv,.
We prove the statement by showing an example in which a pebsatisfiegriv but notepriv, for somep as in Ex. 1.

Example 1. Protocol @ = vr.vs.out(c,enc(s,r)) wherec is a public channel, satisfigeriv w.rt. s, but notepriv w.rt. s and

{{r},0, cout, cin). The adversary cannot distinguighc(sy, ) andenc(sz,r), thus the protocol satisfigeiv w.r.t s. However,
whenq is coerced to reveat, there is no way for) to cheat the adversary. Because of the perfect encryptisamagtion, any
other nonce cannot be used to decypted s, ), thus, the adversary will find out whether the user lied.

(4) V0, iprivg = priv

Note that iniprivy, we assume the existence of a set of attacking third paRtiesThus, when we consid@riv, we have the same
assumption that there exists the same set of third pakties

We prove the statement in the following two directionsva, iprivp = priv 2. 36, priv =4 iprivy

. V0 = (Rr, (W, &t ct ., ct)), when a protocol satisfiégrivy, we prove that the protocol also satisfigss with the existence of

RT.
For a coIIaboration of third parties = (R, (¥, ¢, c!,,,ct ), when a well-formed protocaP,, satisfiesipriv w.r.t. = and
(Rp, (¥t &' ct ,, ct)), the following equivalence holds.
eqil:
Cp, [Ri{id/ids, ty )} | RSP o]y Cp [Rifid ids, a7} | RGP Comsen)],

Similar as in definitions of enforced privacy propertiegBpriv, we separate the adversary’s ability of coercing from dgtishing
differences of two processes, and model the ability of mliogi information for collaborating users as a context. Sifar all
contexts of the adversary which provides information fa tollaborating third parties, the protocol satisfi@dvy, thus, for the
following contextC,[_], which supplies information needed by the collaboratingitharties, the protocol satisfigsivy.

Ct[*] :ch)ut'yczn'(J Q)

satisfyingbn(P,,) N fn(C;[]) = 0 and
eqi2:

t
Ct[R<TW P! i ]N R (7' 0,chu m>’

2) By applying the context,[_] on both sides ofdqi 1), we have
eqi3:
(ot ct ety (ot ct ety
CilCp, [Ri{id/id;, t1/7} | R 1] ~¢ Ci[Cp, [Ri{id/id;, to/7} | R 1]
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3) By applying the evaluation conte&f || = vct ,,.(- | in(ct,;, z)) (z is a fresh variable), on both sides effi 3), we have
eqi4:

ChICCr, [Ri{id/idi t1/7} | RY T =] ey CLICCR, [Rifid/idi, ta/7} | RE T 5]
4) According to Lemma 4, by swapping contegfg_] andCp, [_], the left side of éqi 4) is structural equivalent to

(gpt745f7ctut7c§”>

Cr,[CLIC[Rif{id/idi, ¢4/} | Ry )]

That is,
eqi5:

ChICi[Cr, [Rifid/ids, t/7} | RE T <] = Cp, [CHIC Ri{id/idi, e 7} | Ry T o]
Sincec!,, andc!  are fresh channel names, they do not appedt;ifid/id;, t, /7 }. According to Lemma 5, we have are able to
move the position of the contegf [_], thus have
eqi6:

Cr,CHICARAid/idi t1/7} | RY T =0 ))] = Cp, [Ri{id/ids, £1/7} | CHICRY " <]
Thus, combining€qi 5) and €qi 6), we have
eqi7:

ChICi[Cr, [Ri{id/ids, £ /7} | RE =) = Cp, [Ri{id/idi, £1/7} | CHICRY " =]
5) Similarly, the right side oféqi 4) satisfies the following equivalence,
eqi8:

ChICCr, [Ri{id/idi ta/7} | RY T *w )] = C, [Ri{id/ids, ta/7} | CRICRY " <]
6) According to Lemma 2, combininggi 7), (eqi 8) and €qi 4), we have
eqi9:

Cp,[Rifid/idi t1/7} | CLICIRY ™ = )| 2y Cp, [Rifid/idi, ta/7} | CLICIRE ™ =)
7) By applying the context; [] on both sides ofgqi 2), we obtain

lpta@ta i' ) 't'z \pt7(2)7 ﬁ)u’ in
C;t,,[ct[ng Cout C”)” ~ C;L[R<T Cout € >].
According to Lemma 3, from the above equivalence, we have
t t t
C}tz[R<TW ?Q’Cuut’cz'u>} R~y RT-

By Lemma 1 (transitivity of the above two equivalences), \aeéeh
eqilo0:
C}tL [Ct [R<TW , v%mv‘%)]] ~ RT-
8) Thus, the left side ofegi 9) satisfies the following equivalence (by applying cont@xt [R,{id/id;,t:/7} | -] on both sides
of (eqi 10))
Cp, [Ri{id/id;, ty )7} | CLIC RS 7 S]] ~y Cp, [Ri{id/id s, t1/7} | Re).

The right side of éqi 9) satisfies the following equivalence (by applying contéxt [£.{id/id;,t,/7} | ] on both sides of
(eqi 10))
Cp, [Ri{id/id;, to/7} | CLIC RS o)) &y Cp, [Ri{id/id;, t2/7} | Re).
According to Lemma 1 (transitivity), frome@i 9), we have
eqill: X X
pr [Rl{ld/ldl,tl/T} | RT] 57 pr [RZ{Id/Zdl,tQ/T} | RT}
9) According to the definition of third parties (Def. 11), rithiparties are third party processes running in parallele @ntext
Cp, [] has the following form
Cp,[-] =vc.(genkey 'Ry | ... 'R, | -).
Thus, according to rule
IP=P|P,

Ry can be absorbed by the context. Th@s, [- | Rr] is a type of context where there requirBg to be present. We define
C}Dw [-] = Cp,[- | Rr], whereRy has to be present in the context, we have
eqil2: o o

pr [Rz{ld/ldl, tl/TH 57 pr [Rz{ld/ldl, tg/TH

Therefore, the protocol satisfipsiv w.r.t. — with the existence oftr. O

18



2. There exist# such thapriv =~ iprivy.
We prove the statement by showing an example in which a pobsatisfiegriv but notiprivy for somef as in Ex. 2.

Example 2. The following protocol

P = Q|
Q = ws.out(c,s)
Q = in(c2)

wherec is an untappable channel, satisfigigv w.r.t. s, but notipriv w.r.t. s and(Q’, ({z}, 0, cout, cin)). Since the communication
is untappable, the adversary cannot distinguish(s, ) fromenc(ss, 1), thus the protocol satisfigeiv w.r.t. s. However, when
the communication partn&p’ reveals the secret information he reads in on the untappeitdenel s is revealed.

(2) ¥p, iepriv, g = iprivg
Similar as provingvp, epriv, = priv, we prove the statement in the following two directions: v, iepriv,y = iprivg 2.
dp, 0, iprivey =5 iepriv, g

1. Vp, when a protocol satisfigspriv, o for somed, we prove that the protocol also satisfipsvy.

For a coIIaboratior;o = (¥, §,cout, Cin), When a well-formed protocoP,, satisfiesiepriv w.rt. 7, (¥, @, cous, cin) and
(Rp, (¥t &t ct,,, ct)) there exists a closed plain proceBgs, such that for any context[.| = vcout.vcin.(-|Q) satisfying
bn(P,) Nfn(C[]) = 0 and
egiel:

Cp, [CIRS Tl fid fid,, t/7}] | Ry) =~ Cp, [REV Ve {id /id;, 1/} | Ry,

w w

we have
eqgie2:
CLPN) my Rifid/idy, v/ 7},
and
egie3:
Cp, [C[RIY Twen) fid idy, t)7}] | RSP eownd] my Cp [C[Py] | RGT P vSomeinl]

w w

We first prove the following statement: If a context whichyices information for the collaborating target uéel] = vcout.vcin. (- Q')
satisfiesbn(P,,) N fn(C[]) = 0 and
egied:

Cr, [C'[RE oo id fid, 1Y) | RY S0l ey €, [REV 0o fid fidy vy | RYY S0 o))
then this context satisfieeqi e1) when R exists.

Proof. Since égi e4) holds for any context of the adversary which provides imfation for the collaborating third parties, for a
specific context; [ ] of the adversary providing information for the collabongtthird parties,€qi e4) should hold.

Cold=veguvei, (-1 Q)
satisfyingbn(P,,) N fn(C;[]) = 0 and

egie4l:
Ct[Rgf‘I/ @ CouU in ] =~ R ‘I/ wcout m>’
Since €qi e4) holds in context;[_], we apply context;[-] and evaluation context} [.] = vc! ,.(- |lin(ct,,, z)) (x is a fresh
variable) on both sides oéji e4), we have
eqie4?2:

CLICCr, [C [RET o) fid fidy, t)7}] | RSP S0 ]]] ey CL[Co[Cy [RET VS50 {id i, 11 /) | RSP ol

Similar as proving7é, iprivy = priv, by Lemma 5, we move the position of the conteXts] andC},[_], and have
eqie43:

Cr, [CIRI oo id fids, /7] | CAICURS o0 ) v Cop, [R50 id fid v/} | CHICHIREY S S]]
By applying context’} [] on both sides ofdqi e41) we have

eqied4:
LA ARCANC S ~ V0., ch,
ChICARY <)), CEIRY, .

19



According to Lemma 3, we have
Ch[ (lI/ (Dc t,c >] ~y RT
Thus, by transitivity, combining the above equivalence @ul e44), we have
eqie45:
CICHRY 7)) 2y Ry

By applying contextp, [C'[R <gp’qﬁ’c"““c’”{ud/zd“ t/7}] | -] on both sides ofdqi e45), we have
Cp, [C [R! R Picout cin) (id/ids, t/7}] | Ch[ct[ (vt dtct,, m)m ~ Cp, [C/ []%l(df,@,cout,cm{id/idi’ t/7Y] | Ryl

By applying contextp [R”’ oBrcou, ) fid /id;, t1/7} | ] on both sides ofdgi e45), we have

w

Cr [R O id fidy e /) | CHICRY )] sy Cp, [R5 o) fid fid, 01/7} | R

w

Because ofdqi e43), combining the above two equivalences, we have
Cp, [C'[RE" e id/id, t/7Y] | Re] me Cp, [RE" ") {id fidy, £1/7} | Re]

Thus, the statement is proved. O

1) Since the context'[_] satisfieson(P,,) N fn(C[]) = () and
eqgie51: (replacingC[] with C'[] in (eqi e1))

Cp, [C'[R e fid fid,, t /73] | Rr] = Cp, [RY"D ") {id/id;, t1 )7} | Re),

for C'[], (eqi e2) and gqi e3) should hold by replacing[_] with C'[].
eqgie52:

1)y Bifid/ids, o)1),
eqie53:

Cp, [C'[RST Pomoom) fid fid,, ¢ /7)) | R P o)) sy Cp [C'[Py] | RSP o)),

2) Combining égi e4) and gqi e53), we have
egie6:
Cry RV Ve fid fid,, £y /r} | RY T 5ol mey Cp [C[Py] | R o],

(2

3) By applying evaluation contes,[-] = vcou:-(- |lin(cout, )) (z is a fresh variable) on both sides efdi e6), we have
eqie’:
ChlCr, (RS om) fid fidy, o ] | RYY 00 ey o, [C[Py] | R0,
4) By Lemma 4 and Lemma 5, we move the position of confgxt] and have
eqies8:
Cp, [CLIRST D emen) g fid, vy fr}] | R T Sowo] my Cp, [CC[Py]] | R Comein)]

w w

6) Because of Lemma 3,
Ch[RSV Ve fid fid,, t1 /7))~ Ri{id/id, 61/7),

thus we have that the left side a&di e€8) is equivalent to

Cp, [Ri{id/id;, t1 )7} | RGP eomecn))

Because ofdqi €52), we have

Ch[C, [P H — C’ [P ]\(Cou,f,,')

(v, ot !

~ Ri{id/id;, t5/7}

Thus, by applying contex@p, [- | R
equivalent to

out?Cin ] on both sides of the equivalence, we have that the right dideq e8) is

CP [R {'d/ldz7t2/7'} | R l[/ @ coui7c1n>]
By Lemma 1 (transitivity), we have

W@c

Cp, [Ri{id/id;, t1/7} | R outCin ] ~¢ Cp, [Ri{id/id;, t2)7} | R (", ®" el m>]

The above equivalence coincides with the equivalendggrim (Def: 12). Thus, the protocol satisfiggiv,. O
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There existg, 0 such thaiprivey =& iepriv, 4.
We prove the statement by showing an example in which a pobsatisfiesprivy but notiepriv,, 4 for somep as in Ex. 3.

Example 3. Protocol

P = QlQ
Q = vrws.out(cenc(s,r))
Q = in(c,x)

wherec is a public channel, satisfidgriv w.r.t. s and (Q’, ({z},0, cout, cin)), but notiepriv w.rt. s, ({r}, 0, cout, cin) and

(Q', {{z},0, cout, cin)). The revealing of information from third party’ does not help increase the adversary’s knowledge. The
adversary cannot distinguisinc(sy, ) andenc(ss, ), even wher)’ reveals information, thus the protocol satisfipev w.r.t. s

and (@', ({z}, 0, cout, cin)). However, whei® is coerced to reveal, there is no way fof) to cheat the adversary. Because of the
perfect encryption assumption, any other nonce cannot bé tesdecrypenc(s, ), thus, the adversary will find out whether the
user lied. Thus, the protocol does not satisfyriv w.r.t. s, ({r}, 0, cout, cin) @and(Q’, ({z}, 0, cout, cin))-

(1) v0, iepriv, g = epriv,
We prove the statement in the following two directionsya, iepriv, ¢ = epriv, 2.3p, 0, epriv, =5 iepriv,g

. V0 = (Rr, (¥, o', ct,,, <)), when a protocol satisfiéspriv, y for somep, we prove that the protocol also satisfegsiv, with
the existence oRT

For a collaboration of third partie@ (Rr, (¥, &t ct ., ct)), when a well-formed protocoP,, satisfiesiepriv w.r.t. 7,
(W, D, cout, Ciny@and(Rr, (¥F, &, ct ., ct ), there exists a closed plain procéds such that for any conteg_| = vcye.vcin. (- Q)
satlsfylngbn( w) Nf(C[]) =0 and

egieel:
Cp, [CIR{T Tl fid fid, t/7}] | Ry) ¢ Cp, [RET Ve {id /id;, 1 /7} | Ry,
we have
egiee2:
CIPs) N )~y Ri{id/id;, 5/},
egiee3:

CPM[C[R<'I/ (pcmmCm){ld/Zd“t/T}] | R<k[/ P, OM m>] R~y CP [C[ ]|R(1I/ P! cou( m>}

w

1) Since for any context of the adversary which providesrimation for the collaborating third parties the equivakefeqi ee3)
holds. Thus, for the following context;[] of the adversary, the equivalence still holdg| ] = vc!,,.vct,.(_| Q) satisfying
bn(P,) Nfn(C:[-]) = 0 and
egieed:

Ct[ (v*,of Coui7cuL>] R~y R“p wcuut7ctn>.

That is, by applying the contegt[_] on both sides ofgqi ee3), we have,

egiee5:

ColCp, [CIRS Y o) fid fid,, /73] | ST P o)) vy Cy[Cp, [CIPf] | RET P S]],
2) By applying the evaluation contegf || = vct ,,.( |lin(ct,,, z)) (z is a fresh variable), on both sides efi ee5), we have
egiee6:

sCout ,Cin Q/ q—) ) oul’ in lI/t?d) Coul in
CLICi[Cp, [CIRS oo {id Jid,, t/7}] | RS W) & CLlcCr, [CPy] | RY: 2

w

3) By Lemma 4 and Lemma 5, we move the position of the cont&ts andC,[_] in (eqi ee6) and have
egiee’:
Cr [CIRI oo (id idi, /Y] | CICRY ][] = Cp, [CIPy] | CHICRYY " oo,

4) By applying context} [Cp, [C[C[Ry’q}’c”“"c"” {id/id;,t/7}] | -]]] on both sides oféqi ee4), we have
egiee8:

CLicp, [CIRI D T fid fid,, t/7}] | RSP oo )] ay CLICp, [CIRID T oo fid fidy, /7] | REYecowsinl]].

5) By Lemma 5, we move the position of contéX{_] and have
egiee9:

Cr, [CLRL e o) fidfid, /] | CHICHRY ™ ] sy Cp, [CLRL S o fid fid ¢/} | LIRS ™))

6) By Lemma 1 (transitivity), combininge@i ee7) and €qi ee9),we have
eqieelO:

(', ®'c] t’czn ~ A(Y, P,Cout,Cin) (vt @cout,cm
Cp,[CIPf] | CLIC RS ™ o) |] m¢ Cp, [CIRST® {id/id;, t/7}] | CLIRS; .
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7) According to Lemma 3 (hide on channel), we have

,Ilt t . t
Cltz[R<T 7([)1CouL/cm>] ~; Ryp.

8) By Lemma 1 (transitivity), combining the above equivalemnd €qi ee4), we have
Wi,lf)i,cfm,ci )]

Ct [RST '~y Rp.

9) Thus, by applying contextp, [C[P¢] | -] on both sides of the above equivalence, the left sideqf €e10) is bisimilar to

Cp,[C[Pf] | Rr]
and by applying contexip, [C[}Ai’,f k”’m”""”{id/z’cll-, t/7}] | -] on both sides of the above equivalence, the right sideaf €e10)
is bisimilar to X
Cp, [CIRLV o) (id Jid,, t/7}] | Rr).
Thus,
egieell:

Cp,[CIPs] | Rr] ~¢ Cp, [CIRST T ) {id /iy, t/7}] | Rr).

w

10) Because of rule

IP=P|P,
Ry can be absorbed by the context. That(s, [- | Rr] is a type of context where there requirBs to be present. We define
Cp, []=Cp,[- | Rr], whereRr has to be present in the context, Thus, we have
egieel?2:

Cp, [CIPY]] ~¢ Cp, [CIRL™ o) id fid;, t}]).

From eqi eel), by replacing the contexip, [] with C}Dm [-], we have
eqgieel3:
C;p [C[R<&D"q}’cm“’c”’){id/idi, t/7Y]] =~ C;; []%Z{&D’@"Cm‘“c”’){id/idi,tl/T}],

w T w

Therefore, for any contexi]_] satisfying €qi ee13), (eqi ee2) and eqi ee12) hold. Thus, the protocol satisfiegriv,,. O

2. There exist¥, p such thaepriv, =4 iepriv, .
We prove the statement by showing an example in which a pobsatisfiesepriv, but notiepriv, 4 for somed as in Ex. 4.

Example 4. The following protocol

P o= Q|
Q = ws.out(e,s)
Q = in(c,x)

wherec is an untappable channel, satisfiepriv w.r.t. s and ({s},?, cout, cin), but notiepriv w.r.t. s, ({s},9, cout, cin) and
(@', {{z}, 0, cout, cin)). Since the communication is untappakifecan lie abouts to bes’, the adversary cannot detect whether
Q lied, thus the protocol satisfiepriv w.r.t. s and ({s}, (), c,ut, cin ). However, when the communication partiigrreveals the
secret information that he reads in on the untappable chinnis revealed. Thus, the protocol does not satisiégsiv w.r.t. s,

<{S}7 (2)7 Couts Cm) and (Q/7 <{£U}, (2)7 Cout Czn))

B Thm.?2

(3) Vp, cepriv, s = cprivs
With the above assumption, we prove the statement in thewolh two directions: 1Vp, cepriv, s = cprivs 2. Jp, 6, cprivs
=~ Cepriv, s

1. ¥p, when a protocol satisfiepriv, ; for somed, we prove that the protocol also satisf@gsiv;.

For a collaboratiorp = (¥, @, cout, cin), When a well-formed protocoP,, satisfiescepriv w.rt. 7, (¥, &, cout, cin) and
(Rp, (6O, A, IT)), there exists a closed plain procels such that for any contexi|_| = vcoy.vcip.(- | Q) satisfyingbn(P,,) N
fn(C[]) =0 and
eqcl:

Cp, [CIR{id/idy, t )7} oo my Cp, [Ri{id idy, £ /7)Y Do),

we have
eqc2:
v2.(um.C[P N | PYY | RS mp w2 (Ri{id/ids, to )7} Rp) (&4,
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eqc3:
Cp, [C[R{id/id;, t/7} )] | Rp) 2 Cp, [vQ2.(vn.(C[Py] | P,)) | Ry ™).

1) By applying context,[-] on both side of¢qc3), we have
eqc4:
CulCp, [CLR{id/idy, t/m} " P o] | Rp]) 2 CulCp, [v2.((vn.(CIPF] | Py)) | R4,

2) By Lemma 5, we move the position 6f[_], and have
eqcs:
Cp, [ChlCIR{id /idy, t/7} " P | Rp) ~ Cp, [v2.((vn.(ClC[PF]] | Py)) | RY ).

3) The contextp, [-] has the following form:
Cp,[-] =vc.(genkey 'Ry | ... 'Ry | -).

Because ofd¢qcl) and rule!P = P |!P, we have
eqco6:
Cp, [CIR{id/id;, t )7} )] | Rp] my Cp, [Ri{id/idy, £y /737 0 Cowe) | R,

4) By applyingCy,[_] on both side of€qc6), we have

eqc’:
ClCr IC 3 id/id. (¥, P,cout,Cin) ~, CrlC >3 id/id. (¥,0,coutsCin)
nCp, [C[R:{id/idy, t/7} I Bpl] ¢ CulCp, [Rifid/idi, t1/7} | Rpl].

5) By Lemma 5, we move the position 6f[_] and have

eqcs8:
Cp, [Ch[C[R{id/id; (O Pcowen) 1 | ROV aey Cp. [Cul R {id/id; (W0.coucn)] | p
p,[Ch[C[Ri{id/id;, t/7} Il Bp] =~ Cp, [ChlRi{id/id;, t1/7} || Bp].

6) By Lemma 1, combiningggc5) and €qc8), we have
eqc9:
Cp, [CnlRifid/idy, £ T} ) | Rp] m¢ Cp, [y 2.((vn-(ChlCIPY]) | Po)) | Ry ).

7) By Lemma 3, we have
CrlRi{id/id;, £y 7} D 0Cowen)) ) RiLid fid;, £ )7}

Thus, we have (by applying conteXb, [- | Rp] on the above equivalence)
eqclo:
Cp, [ChlRi{id/id;, t1/7} V0| Rp] ~y Cp, [Ri{id/id;, t1/7} | Rp).

That is, the left side ofgqc9) is equivalent to
Cp,[Ri{id/id;, t1/7} | Rp).
8) According to Lemma 3, we have

vQ2.((vn.(CulCIP)] | P,)) | RS ™) = v2.(un.(C[Pf] N | By) | RY )

Because oféqc2), we have
eqcll:
v2.((vn.(CulCIPY)] | P,)) | RS ™) g v Q. (Ri{id/id;, o /7| Rp) (€A,

9) By applying contex€p, [-] on both sides ofggc11), we have
eqclz:
Cr, v 2-((vn(CalCIPA) | Py)) | Ry )] = Co, [ 2.(Rifid ids, t2/7} | Rp) (&4 T)).

That is, the right side ofggc9) is equivalent to
Cp, [vR2.(R{id/id;, t2/7}|Rp)(®41D).
10) Combining éqc10) and €qgc12), we have

pr [Ri{id/idi,tl/T} | RD] 7 pr [V.Q.(ffi{id/idi,tg/T}|RD)<Q’A’H>].

Therefore, the protocol satisfiepriv.
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2. There exist, 6 such thatprivs; =4 cepriv, s.

We prove the statement by showing an example in which a pobsatisfiescprivs but notcepriv, s for somep, §. As shown

in Sect. 6, vote-privacy is an instance agdriv where the defending third party is the counter-balancingryand the coalition

is the counter-balancing voter replaces his vote to courdéance to target voter's vote, and receipt-freeness isigtarice of
cepriv with the same defending third party and coalition. The prot¢-O092 [23] is shown that it satisfies vote-privacy but not
receipt-freeness [14].

(4) Vo, ciprivg s = cprivs
We prove the statement in the following two directions¥a, ciprivy s = cprivs 2. 36,4, cprivs =~ Ciprivy s

. V0 = (Rp, (W', &' ct ., ct )), when a protocol satisfiéprivy s for somed, we prove that the protocol also satisf@gsivs with
the existence oRRr.

For a collaboration of third partie$ = (Rp, (?*, ¢, ct ;. cl )), when a well-formed protocaP,, satisfiescipriv w.r.t. r,
(Rr, (W', &' ct ., ct V)and(Rp, (O, A, IT)) the following equivalence holds.

eqcil:

Cp, [Rif{id/id;, t1/7} | Rp | RS )] oy Cp [w2.(Ri{id/ids, t2/7} | Rp)(@-AD) | REYH P ot
Since for all context of the adversary which supplies infation needed by the collaborating third parties the prdteao'sfies
ciprivg s, thus, for the following context which provides informatifor collaborating third partie;[-| = vc!,,.vch, . (| Q)
satisfyingbn(P,,) N fn(C,[]) = 0 and
eqci2:

Ct[Rg:pz P'c nuf %)]N R(‘p V)Com 1n>

)

the protocol satisfiesiprivg s.
1) By applying context;[_] on both sides ofgqci 1), we have

eqci3:

C[Cp, [Ri{id/idi, t1/7} | Rp | R P o] xp €y[Cp, [v92.(Ri{id/id,, to )7} | Rp)(@-ADY | R P coucinl]]
2) By applying the evaluation conte@f [-] = vct,,.(- | in(ct,;, z)) (z is a fresh variable), on both sides efyci 3), we have
eqci4:

ChIC:(Cp, [Ri{id/idi t1/7} | Rp | Ry <] my CLICHCr, v 2.(Ri{id/idis ta/7} | Rp)@ 1) | Ry T ool
3) According to Lemma 4 and Lemma 5, we move the position ofedsC}. [-] andC:[-] and have

eqcib:

Cp, [Ri{id/id;, t1/7} | Rp | CLICRSY T o] oy Cp, [ 2.((Ri{id id;, 02/7) | Rp) (&AM [ CLIC RSP omsinl ).

4) By applying context} [] on both sides ofgqci 2), we have

WL @ YMout?rin WL m out’~in
ChICA RS emos)]] ey CE[RGY oot
Because of Lemma 3, we have
w0, ek,
ChIRY Vo] 2y Ry

Thus, by transitivity, combining the above two equivales)aee have
ChCARY " ) o R

Thus, by applying contex@p, [R.{id/id;,t:/7} | Rp | ] andCp, [v2.(R:{id/id;,t2/7} | Rp){®2)) | ] on both sides of
the above equivalence, because of transitivity ei@di 5), we have
eqci6: X X

Cp,[Ri{id/id;, t1/7} | Rp | Rr) = Cp, [v2.((Ri{id/id;, t2/7} | Rp)' @A) | Ry).

5) SinceRr can be absorbed by the contéxt [_], we have
eqci7: X X
Cp, [Rif{id/idi, t1/7} | Rp) =¢ Cp, [vQ2.((Ri{id/id;, t2/7} | Rp){@2 ).

Thus, the protocol satisfiepriv. O
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2. There existd such thatprivs =~ ciprivg ;.

We prove the statement by showing an example in which a psbsatisfiescprivs for somed but noteprivy s for somed. For
instance, Dreier et al. prove that the protocol by Lee et28l] fatisfies vote-privacy — an instanceapfriv where coalition is
the counter-balancing voter votes differently from theyérvoter, but not vote-independence — an instancaprfv where the
coalition is the same as priv and the attacking third party is the third voter [20].

(2) ¥p, ciepriv, g s = Ciprivg s
We prove the statement in the following two directionsyg, ciepriv, ¢ s = Ciprive s 2.3p, 0,0, Ciprive s =~ Ciepriv, g s

1. Vp, when a protocol satisfiegepriv, y s for somed, 5, we prove that the protocol also satisfasrivy s.

Foracollaboratiorp (¥, D, cout, cin), When a well-formed protocdP,, satisfiesieprivw.r.t. 7, (¥, @, cout, Cin ),
(Rr, (W, &t ct . cl ) andRD, (O, A, IT), there exists a closed plain procgds such that for any conteﬂ[ ] = veout - VCin (- Q)
satisfyingbn(P,,) N fn(C[]) = (0 and

eqieil:
! Cp, [C[R:{id/id;, t/m} VT | Ry | Rp) ~ Cp, [Rifid/idy, £ 7} 70 | Ry | Rp),
we have
eqiei2:
vQ.(n.(C[P N | P | R ) myp v (Ri{id fidi, to/ 7} Rp) (AT,
egiei3:

Cuuhcm LP @ C()'[ﬁ’cz'n 91A7 Jlt’(ptfctm,uc:n
Cp, [CIR{id/id;, ¢/} """ 1| Rp | RS ' e Cp, [ 2.(n.(CIP{] | Py) | RS S™) | RS .

1) Similar as in provingvp, iepriv, ¢ = iprive, we can prove that if a contet [] = veour-vein- (-] Q") satisfiesbn(P,,) N
fn(C[]) = 0 and
egie4:

(79" c! o | RYY 2 bl

Cp, [C'[Rifid/id,, t )7} Vo Pcomead )| Ry | RSP ool sy Cp [Rifid fid £ /73 0 0Cme) | R

)

then this context satisfies the following equivalence @eipigC|_] with ¢ []in (eqi ei 1)) whenRyr exists.

Cp, [C'[RAid/id;, t/r} Ve | Ry | Rp) = Cp, [Ri{id/ids, t1 /7P | Ry | Rp].

w

2) Thus, forC'[], the following equivalence holds (replacidg] with C'[] in (eqi ei 2) and gqi ei 3)).
eqieis:
\(Cout,")

v2.(vn.(C [ Py] | P)) | RSO mp w2 (Ri{id/idy, to /7| Rp) (@A),

eqieib:

d/téc

Cp, [C'[Rifid/idy, t/r} " T <] | Rp | RY 0] my Cp [vQ.(um.(C[Py] | Py) | RS ) | R emen)]

3) Combining éqi ei 4) and €qi ei 6), we have
eqiei7:

Cp, [Z/Q.(I/T].(C/[Pf] | P"/) ‘ R297A’H>) | R<1:I/ 2@ CoutsCin) ~¢ Cp, [éi{id/idi7ti/T}<g/7®,Cout7c7,'n,> ‘ Rp ‘ R(TW P ,cwt,cm>]

4) By applying evaluation contexy,[-] = vcout.(- |lin(cous, x)) (2 is a fresh variable) on both sides efqi ei 7), we have
egiei8:

ChlCr, v 2.(vn(C'[P] | Py) | R A) | R ol ey CulC, [Rifid idi, 00 /) 0Se) | Ry | RYY ool

5) By Lemma 4 and Lemma 5, we move the position of configkt] and have
eqiei9:

Cr, 2w (CHlC [PA) | o) | REA) | RE )]y o, [Cu[Ri{idfidi, 02/ 7} ool | Ry | RYY S0t
6) Because of Lemma 3, we have

CulRifid/id;, ty 7} T 0] ny Ri{id/idy, 1 /7),
thus, we have that the right side @i ei 9) is equivalent to

Cp, [Ri{id/id;, t1 )7} | Rp | RSY P cowcinl],
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W@c

7) By applying contextp, [- | R Cout-Cin ] on both sides ofdqi ei 2), we have

w

W@c

Cry [ 2.(vm.(C[Py) ) | Py | REEAD) | R eowhd) oy Cp (w2 (Ri{id ids, £/ 7} Rp) O | RYY T o))

w

That is, the left side ofgqi ei 9) is equivalent to
Cr, v 2.(Rifid/ids, v/ 7} Rp) (&A1) | RYYchuchl)
Therefore, by transitivity, we have

Cp, [Ri{id/idi, t1 )7} | Rp | RSP )] oy Cp (0. (Ri{id ids, ta )7} Rp)(OATD) | RLT P ourcia)]
Therefore, the protocol satisfieprivy . O

2. There exist, 0, 6 such thatiprivg s =~ ciepriv, g ;.

We prove the statement by showing an example in which a pebsatisfiesciprivg s but notciepriv, 4 5 for somep,6,6. For
instance, Dreier et al. prove that the voting protocol FO(¥R satisfies vote-independence — an instanceifiv where the
coalition is the counter-balancing voter votes differgffitbm the target voter and the attacking third party is thedtiioter, but not
vote-independence with passive collaboration — an instahciepriv where the coalition and attacking third party are the same as
in cipriv and the collaboration is forwarding private informatiortlie adversary.

(1) v0, ciepriv, g 5 = cepriv, s
We prove the statement in the following two directionsya, ciepriv, 5 5 = cepriv, s 2.3p, 0,6, cepriv, s =5 ciepriv, g s

1. V0 = (Rp, (¥, o',ct,,,cl.)), when a protocol satisfiesiepriv, ¢ s for somep,d, we prove that the protocol also satisfies
cepriv, s with the existence oR.

For a collaboration of third partie@ (Rr, (¥, &' ct ., cl ), when a well-formed protocaP,, satisfiesciepriv w.r.t. T,
(U, ®, couts Cin), (R, (', &', ct . cl ) and(Rp, (O, A, II)), there exists a closed plain procéds such that for any context
Cl] = veour-veim (| Q) satisfyingbn(P,,) Nfn(C[]) = 0 and

eqcieel:
Cp, [C[R\T T emem)fid /id,; t/7}] | Ry | Rp] =~ Cp, [RST D) fid /id; 1 /7} | Rr | Rp),
we have
eqciee2:
v (CLP ) | Py) | R ey v 2 (Rifid fids v/} [ Rp) (411,
eqciee3:

(vt @t et

Cr, [CIRI TS id fids,t/rY] | R | R 0] sy C, [0 (v (CIPy] | Py) | Y1) | REY o,

1) Since for any context of the adversary which providesrimfation for the collaborating third parties, the equivakeleqci ee3)
holds. Thus, for the following context;[-] of the adversary which provides information for the collatimg third parties, the
equivalencedqci ee3) still holds.C;[ ] = vct ,.vct,.(-| Q) satisfyingbn(P,) Nfn(C[]) = § and
eqciee4:

Ct[ (v, ot cnu, . ]N R (w! @cm, cm>.

Therefore, by applying the contegf[_] on both sides ofdqci ee3), we have,

eqcieeb:

CilCp, [CIR{" <) fid/idy, t/7}] | Rp | R )]~ i, [ 2. (v (CIPY] | Py) | REA) | R St
2) By applying the evaluation conte@f -] = vct,,.(- | in(ct,;, z)) (z is a fresh variable), on both sides efyci ee5), we have
eqciee6:

CLIC Cr, [CIRLT T <) {id fidy, t/7}] | Rp | RGP o) )] my CLICI[Cr, [v2.(um.(CLPy] | Py) | REEATY | RGP comr el

3) By Lemma 4 and Lemma 5, we move the position of conf¢xt] andC:[_] in (eqci ee6), and have
eqciee’:

Cr, [CLR{ =) {id fid,, t/7}] | Rp | CLICARY T 5 )] my Cp, [v2.(um.(CLPY] | Py) | R | ChIC RS o),

4) By applying context’} [Cp, [C[R; RV Prcouein) {id/id;,t/7}] | Rp | -]] on both sides ofdqci ee4), we have
eqciee8:

ClCh, [CLRS "< id ids, t/7}] | R | GRS <] ey Ch[Cp, [CIRE™ < {id fids, t/7}] | Rp | R 0]
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5) By Lemma 5, we move the position of contéXt_] in (eqci ee8) and have
eqciee9:

Cp, [CLRST <o) fid fid,, t/7}] | Rp | CLIC RS T <oww) )] sy Cp, [CIRST P o) (id fidy, ¢ 7}] | Rp | CLIRSY P eouwreind]).
6) By Lemma 1, combiningggci ee7) and gqci ee9),we have
eqcieelO:

‘I/L,¢L7C1 t

il out»Cin B » PyCoutCin) [+ . L,@,C;M,Cin
Cr, v Q.(vn.(C[P;] | P) | R | Chlci R M = Cp, [CIRE TS id fidi, t/7}] | Rp | CIRY 0.

w

7) According to Lemma 3, we have
C}tl [R<T‘I' :®;Cuuncm>] R~y RT-

8) By Lemma 1, combining the above equivalence agl ge4), we have
CHCRY "] =~ R
9) Thus, the left side ofgqci ee10) is bisimilar to

Cp, v Q.(vn.C[Pf] | Py) | RS ™) | Ry

w

and the right side ofggi ee10) is bisimilar to
Cp, [CIRSY Do) {id Jid,, t/7)] | Rp | Ra).

Thus,
eqcieell:
Cp, v 2.(vn.(C[P;] | Py) | RY ™) | Ry] ¢ Cp, [C[RL" ") (id/id,, t/7}] | Rp | Rr).

10) Because of rule
IP=P|P,

R can be absorbed by the contegts, [- | Rr] is a type of context where there requitBs to be present. We defiriépw [] =
Cp, |- | Rr], whereRr has to be present in the context, Thus, we have
eqcieel?2:
Cp, W 2.(om.(CIPy] | Py) | Ry )] e Cp [CIR{" ™% {id fids, /73] | Rp)-
From (eqci eel), we can obtain
eqcieel3:
Cp, [CIRL"®* o) (id fid;, t/7}] | Rp) = Cp, [RL" ") {id /id;, v1 /7} | Rp),

Therefore, for any contex[_] satisfying €qci ee13), (eqci ee2) and eqci ee12) hold. Thus, the protocol satisfiespriv,.
O

2. There exist¥, p, 6 such thatepriv, s =~ ciepriv, g ;.

We prove the statement by showing an example in which a psbsatisfiescepriv, s but notciepriv, 4 5 for somep, 8, 5. For
instance, Dreier et al. prove that the voting protocol by keeal. [29] satisfies receipt-freeness — an instanceepfiv where
the coalition is is the counter-balancing voter votes difely from the target voter and the collaboration is fordiag private
information to the adversary, but not vote-independentle passive collaboration — an instancec@priv where the coalition and
collaboration are the same asaepriv and the defending third party is the third voter.

C Thm.3

(4) priv = 3¢, cprivs
We prove the statement in the following two directionspfiv = 3, cprivs 2. 39, cprivs =~ priv
1. When a protocol satisfigmiv, then there exists a coalitiansuch that the protocol satisfieprivs.

When a well-formed protocaP,, satisfiegriv w.r.t. - we have
eqccl: X X
Cp,[R:{id/id;,t1/7}] =~¢ Cp,[Ri{id/id;, t2/T}].

The contexCp, [-] has the following form

w

Cp,[-] =ve.(genkey 'Ry | -+ 'Ry | 2)-
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Because of rule
IP=P|P,

we have (for a set of defending third partiggp)
eqcc2: X X
Cp,|R:{id/id;,t1/7} | Rp] =¢ Cp,[R:{id/id;, t2/T} | Rp)-

Lets = (Rp, (0,0,0)) be a coalition,
eqcc3: i X
vQ.(R;{id/id;, t5/7} | Rp)‘® A1) = Ri{id/id;,t2/7} | Rp

Thus, by applying contextp, [-] on both sides ofgqcc3), we have
eqcc4: R R
Cp,[v2.(Ri{id/id;, t2/7} | Rp)‘®A1D) = Cp, [R;{id/id;,t2/7} | Rp]

Because oféqcc2), we have
eqcch: X X
Cp, [Ri{id/id;,t1/7} | Rp] ~¢ Cp, [vR.(R:{id/id;, t2/7} | Rp)‘®41)]

Thus, the protocol satisfiepriv,. O

2. There exist$ such thatprive =~ priv.

We prove the statement by showing an example in which a pobsatisfiescprivs but notpriv. For instance, FO092 [23] is
shown that it does not satisfyriv w.r.t. vote vote, but satisfies vote-privacy — an instancecpfiv where the coalition is the
counter-balancing votes differently from the target v2t].

(3) iprive = 36, ciprivy s
We prove the statement in the following two directionsigtivp = 36, ciprivg s 2. 36,6, ciprivg,s =~ iprive

1. When a protocol satisfiggrivy for somed, then there exists a coalitignsuch that the protocol satisfiegrivy ;.

For a collaboration of third parties = (Rr, (¥, ¢*,ct ., cl.)), when a well-formed protocaP,, satisfiesepriv w.r.t. 7 and
(Rp, (¥t &t ct ,,, ct.)), the following equivalence holds.
eqccil:

Cp,[Ri{id/id;, t1/7} | R (P e ] ~y Cp, [Ri{id/id;, t2/7} | Rw o '">]

Thus, we have (for a set of defending third partigs)
eqcciz:
'I/ , Pt ct

Cp, [Ri{id/id;, t1/7} | RS oS | Rp) meg Cp, [Ri{id/ids, ta )7} | RYY o) | Rp).

Letd = (Rp, (0,0, 0)) be a coalition, then
eqcci3:

v.((R{id/id;, t2/7} | Rp)‘ @21 = Ri{id/id;, t2/7} | Rp

Thus, we have
Cr, [Rifid/idi, v/} | Bp | RY ) sy Cp, Q. ((Rufidids, ta/7} | Rp)‘© 40 | R o],
Therefore, the protocol satisfiesprivy s. O

2. There existd, p such thatiprivy s =~ iprivy.

We prove the statement by showing an example in which a psbsatisfiesciprivyg s but notiprivy. For instance, voting protocols
FOQO92 are shown does not satisfigss w.r.t. votewote [27], thus deos not stasifégriv, but satisfies vote-independence — an
instance okipriv where the coalition is the counter-balancing voter votéemintly from the target voter and the attacking third
party is the third voter [20].

(2) epriv, = 3d,cepriv, s
We prove the statement in the following two directionsefiriv, = 3d,cepriv, s 2. dp,d, cepriv, s =~ epriv,

1. When a protocol satisfiepriv, for somep, then there exists a coalitiansuch that the protocol satisfiespriv,, 5.

When a well-formed protocaP,, satisfieseprivw.r.t. 7 andp = (¥, &, c,u, cin), there exists a closed plain proce®s such
that for any contex€|_| =vcu:.vcin.(-| Q) satisfyingbn(P,,) Nfn(C[]) = 0 and
eqccel:

Cp, [CIR{ T o) fid fid;, t /Y]]~ Cp, [RSV D) fid Jid,, 1 /7)),

w Py
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we have
eqccez:
C[P.f]\(cm") ~¢ Ri{id/id;, to/7},

eqcce3:
Cp, [C[R{ el fid id,, t /)] =0 Cp, [C[PF]]-

Form Eqgcce3), we have
eqcce4:
Cp,[CR{" ™<= id/id, t/7}] | Rp] ~¢ Cp,[C[Py] | Rp).
Letd = (Rp, (0,0,0)) be a coalition, then
eqccebs:
vQ.(vn.(C[Ps] | Py) | Ry ™) =[Py | Rp
By applying contextp, [-] on both sides ofdqcce5) we have
eqcce6:
Cp, [v2.(vn.(CPy] | Py) | Ry ")) ~¢ Cp, [CIPy] | Ro
Combining €gcce4) and gqcceb), by Lemma 1, we have
eqcce’:

w

Cp, [2.(on.(C[Pf] | Py) | RS2 mq Cp [CIRS o) (id fidy, t7}] | Rp]

Sinced = (Rp, (0,0, 0)), we have
v (. (CIP ) | Py | Ry = [P\ | Rp

Because ofégcce?), we have
eqcces:
CIPN) | Rp ~¢ Ri{id/id;, t2/7} | Rp.

Sinced = (Rp, (0,0,0)), we have
2.(Ri{id/id;, ta/7} | Rp)‘® ) = Ri{id/id;, t2/7} | Rp

Thus,
eqcce9:
vQ.(un.(C[P]\ ) | P) | RYOATY ~p 0.(Rifid/id;, to)7} | Rp)$©2T)
Because ofégccel), we have
eqccelo:
Cp, [C[R{T Tl (id fid,, t/7}] | Rp) ~e Cp, [RSV V) {id /id;, v, /7} | Rp),

R
Therefore, for any contexi[_] satisfing éqccel0), the protocol satisfieeficce7) and gqcce9), thus, the protocol satisfies
cepriv, ;. O

2. There exist$, p such thatepriv, ; =5 epriv,.

We prove the statement by showing an example in which a pobsatisfiexepriv, s but notepriv,. For instance, voting protocol
by Okamoto [31] does not satisfyriv w.r.t. votewvote [27] in the case of unanimous result, thus does not saéipfyv where
p is forwarding private information to the adversary, butisfegs receipt-freeness — an instancecepriv where the coalition
is the counter-balancing votes differently from the targeter and the collaboration is forwarding private inforfoatto the
adversary [14].

iepriv, ¢ = 39, ciepriv, ¢ s
We prove the statement in the following two directionsiepriv, s = 30, ciepriv, 55 2.3p, 0,6, ciepriv,gs =~ iepriv,

1. When a protocol satisfiéspriv,, 4 for somep, 6, then there exists a coalitighsuch that the protocol satisfie@priv,, g s.
For a collaboration of the target user= (¥, @, c,., cin) and a collaboration of third partie‘s (Rp, (Wt &t ct . ct)),

’ outa mn
when a well-formed protocaP,, satisfiesiepriv w.r.t. 7, (¥, &, cous, cin) and (Ry, (¥, &t ct . ct ), there exists a closed
plain process,, such that for any context|_| = ucout.ucm.(,\Q satisfyingbn(P,) N fn(C[]) = @ and
eqcceel:

Cp, [CIRLV T (id fid;, t/7)] | Rr) ~¢ Cp, RSV {id id;, t1/7} | Rr),

we have
eqccee2:
ClPy )~y Rifidids, t2/ 73,
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D

eqccee3:
Cp, [CIRSY o) (id ids, t/rY] | R0 ey Cp, [CLPy] | RYY T S0eh))

w w

Because oféqccee3), we have
eqccee4:

Cp, [CIRS T e e id fids, t)r}] | RS | Rp) s Cp, [CIPy] | RY ) | Rp)

w w

Letd = (Rp, (0,0,0)) be a coalition, then
eqcceeb5:
m.@n.(cwﬂ | Py) | Ry 1) =[Py | Rop

By applying contexCp, [_ | R (o 2le,

eqccee6:

outSin ] on both sides of§qccee5), we have

@1A7 lpt’¢t7ciuwcin 'Ilt?gpt?ciuwcin
Cp, [ 2.(on.(C[Pf] | P) | RY ™) | RS '] ~¢ Cp,[CPf] | Rp | RS ]

w

By Lemma 1, combiningggccee4) and gqcceeb), we have
eqccee’:

Cp, [CIRL" e fid fidy, t)r}] | RS | Rp) m Cp, [82.(vin(CIPY) | Py) | R4 | RYY o)

Sinced = (Rp, (0,0,0)), we have
Cout " Q’A: Cout»*
v (v (C[P] ) | Py) | Ry = e[\ | R,

Because oféqccee?2), we have
eqccees:
v.(un.C[P]\ ) | P) | RV AT~ Ri{id/id;, t2/7} | Rp

Sinced = (Rp, (0,0,0)), we also have
Q.(R{id/id;,t5/7} | Rp){@ A1) = Ri{id/id;, t2/7} | Rp

Thus, we have

eqccee9:

v2.(um.(C[P ] | Py) | RE ) my v (Rifid fids, 2 /7} | Rp)(© 4T
Form gcceel), we have
eqcceelO:

Cp, [CIR el (id id; t/7}] | Ry | Rp) =~ Cp, [RSV ") (id /id;, t1/7} | Ry | Rp)]

w

Therefore, for any context[ ] satisfying €qcceel0), (eqccee?) and gqccee9) are satisfies. Thus, the protocol satisfies
ciepriv, g.s. O

. There exist9, p, § such thatiepriv, g s =~ iepriv, q.

We prove the statement by showing an example in which a pobsatisfiesciepriv, ¢ s but notiepriv, 4. For instance, voting
protocol by Okamoto [31] does not satiglyiv w.r.t. votewvote when all votes are unanimous. Thus, the protocol does nigfysat
iepriv w.r.t. votevote, p andf, wherep is the target voter forwarding information to the adverséig the collaborating third voter
communicating with the adversary. However, the protoctisBas vote-independence with passive collaboration -natance of
ciepriv w.r.t. votewote, p, 8 andd wherep andé are the same as imprivandJ is the counter-balancing voter voting differently
from the target voter [20].

Extension

D.1 Third-party-enforced-privacy

The notion of independency-of-privacy assumes that theradwy fully trusts the third parties’ information. We cadend this notion

to a weaker one (third-party-enforced-privacy) where thidtparties are assumed to lie to the adversary if it is ssiFor instance,
when a third party’s revealing of information harms his owivacy, the third party is willing to lie (if it is possibleptthe adversary. For
example, when the third party is a voter, the third party matywant to reveal his real vote. In this case, the assumptigrdiependency-
of-privacy that third parties do not lie to the adversaryois $trong.

A protocol satisfies third-party-enforced-privacy if tlegget user’s privacy is preserved under the assumptiorateat of attacking

third party may be coerced by the adversary and a sub-se¢ diiitidl parties lie to the adversary. It can be modelled asxismence of a
process in which a set of coerced third parties lie to the isdwg, the adversary cannot tell whether the third pariies hnd because of
the possibility of third parties lying, the adversary canlimtk the target user to his sensitive data.
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Definition 19 (Third party-enforced-privacy)A well-formed protocolP,, satisfies third-party-enforced-privacy w.rt. (= € bn(R;)),
(Rr, (W', @', chyy, cly)), if there exists a closed plain proces$ for a sub-set of attacking third partitr, (Rr = Rr, | Rr,), such

that,

lP'@c lP’@c

Cp. [ out:Cin) |R {id/id;,t1/7}] =~¢ Cp, [ out Cin) |Pf |R {id/id;, t2/7}]

In the definition,R;{id/id;} is the target usetRy, is the set of attacking third parties who are willing to I, is the remaining
third parties which collaborate with the adversary. Theivalance in the definition shows that even with collaboratié other attacking
third parties, a set of attacking third pa, is able to lie in process?ft, and the adversary cannot distinguish two situations: tfirest
target user uses sensitive dataand the third party?;, lies in processtt, second the target user uses sensitive datnd the useR,

vt ot .
follows processP}}.£< CoutrCin) , and does not lie.

Intuitively, independency-of-privacy is stronger thatirdiparty-enforced privacy. If a protocol satisfies indegency-of-privacy,
then the protocol satisfies third-party-enforced-privaldyat is, the target user’s privacy is preserved when thd ffarties do not lie to
the adversary, then the target user’s privacy is preservexhuhe third parties lie. The adversary’s knowledge wherthird parties are
trustworthy is more than that when the third parties are mustworthy. Example 5 shows that a protocol not satisfyimgpendency-of-
privacy may satisfy third-party-enforced-privacy.

Example 5. A sends taB a term(A4, a) through untappable channeR is able to reveal the link betweetanda. Thus, this protocol
does not satisfies independency-of-privacy. In thirdyparnforced-privacy, we assume that the adversary doeahptifust the third
party. The adversary suspects that the third party lies to Hithe third party can. Since the communication betwdesmd B is over
untappble channelB is able to lie without being detected by the adversary. Stheeadversary cannot detect whethedied, whenB
forwards dataa to the adversary, the adversary cannot distinguisbisinga while B does not lie andd usingb while B lies.

D.2 Others

Similarly, third-party-target-enforced-privacy, cdadh-third-party-enforced-privacy and coalition-thipairty-target-enforced-privacy (cor-
responding to independency-of-enforced-privacy, coaltndependency-of-privacyand coalition-indepengeofzenforced-privacy, re-
spectively) can be defined by assuming attacking third gmrtiay lie to the adversary.

Definition 20 (Third- party target-enforced- privacy)A well-formed protocolP,, satisfies third-party-target-enforced-privacy (ttepriv
w.rt. 7, (R, (¥', 8%, cpy, cty)) @nd (R, (W4, 0%, ¢y, ciy,)), if there exists a closed plain proceBs for a sub-set of attacking third
partiesRr, (R = Ry, | Rr,), and a closed plam proced?, such that forang|_| = vcoue.vcin.(-| Q) satisfyingon(P,, )Nfn(C[]) = 0

andCp, [C[R!" ) {id/id,, t/7}]] ~e Cp, [RET "S- (id /id;, £1/7}], we have,

w w

1.clP ]\W“) gR{Id/Zd,,tQ/T}
2.Cp [RY " ) | CIR{ ™o id idy, /Y]] m Cp, (R,

" PlClpy]

wherer € bn(R;), R = vid;.vr.R;, (¥, &, cout, cin) IS a collaboration specification fof?{i, t is a free name representing a piece of
data, and(¥?, ¢¢, c is a collaboration specification of procesy-.

’ out7 7.n>

Definition 21. A well-formed protocoP,, satisfies coalition-third-party-enforced-privacy (ctep w.r.t. datar, (Rr, (¥¢, ¢, ct ., ct ),

’ out7 in

and(Rp, (O, A, II)), if there exists a closed plain proceB$ for a sub-set of attacking third partie®y, (Rt = Ry, | Rr,), such that

Cp, [Ri{id/idi, t1/7} | Rp | RY 0] my Cp, [v@2.((Ri{id fidy, t2/7} | Rp)(©AD) | R cosin) | pty
wherer € bn(R;), R; = vid;.wr.R;, (W', &' ct . ct ) is a collaboration specification of procesd:, and (6, A, IT) is a coalition
specification defined oRyy = R; | Rp, 2 = {c | (Ru,, Ru;, M, c,y) € O}.

Definition 22. AweII formed protocoP,, satisfies coalition-third-party-target-enforced-priwa(cttepriv) w.r.t. datar, (¥, @, cout, Cin ),
(Rr, (W', &%, ¢l ch,)) and (Rp, (O, A, IT)), if there exists a closed plain proce#§ for a sub-set of attacking third partieBr,
(Rr = Rpy | Rr,), and a closed plain procedéf such that for any contexi] | = vcout-vein- (| Q) satisfyingbn(P,,) N (C[]) = 0

andCp, [C[R! " P (id fid;, t/7}]] ~e Cp, [RET V<) {id /id,;, 1 /7}], we have

w w

1. <C[PA\<°"“">>““") ~ Ri{id/id:, ta/ 7).

2.Cp, [CLR{" P fid idy, t/7}] | Rp | RS " 0] my Cp, [v2.((C[Pf] | Py) | RT)) | RGP eowend | pty,

w

wherer € bn(R;), R; = vid; vr.R;, (¥, @, cout, Cin) IS @ collaboration specification defined éh, <W ot ct ., ct )isacollabora-
tion specification defined aRr, (@, A, IT) is a coalition specification defined dtyy = RW &:Coutsin) | Rp, tis a free name represent-
ing a piece of dataf2 = {c | (Ry,, Ru,, M,c,y) € O}, u = {c| (RS Preonem) Ry, M,c,y) € O}, Py =in(ci,y1) |- |in(ce, ye)
with {(c1.1), - +(cr. )} = {(e.9) | (Ru RLZ 5550 M c.y) € 6},
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E Application

E.0.1 Vote-privacy

Vote-privacy [27] is defined as the adversary cannot detegraivoter’s vote with the existence of a counter-balancoigry
Cp,[R,{id/id, t; /vote} | R,{id'/id, to/vote}] ~ Cp, [R,{id/id, ta/vote} | R,{id'/id,t1/vote}]

This can be instantiated as coalition-privacy w.zbte and (vt,. (R, {id"/id, ta/vote}), (0, {{t1/t2}},0)) where the target data is a
vote vote, the defending third party is the counter-balancing vetey. (R, {id’ /id, t,/vote}) and the coalition specification i§, A, )
where the substitutiodl specifies how to replace the counter-balancing voter’s.vote

E.0.2 Bidding-privacy

Bidding-privacy [16] in sealed-bid e-auctions is definedtesadversary cannot determine a bidder’s bidding-prissyming the exis-
tence of a winning bid.

Cp,[Ry{id/id, t1/bid} | Ry{id’/id, ts/bid}] ~¢ Cp, [Ry{id/id, to/bid} | Ry{id'/id, ts/bid}]

wheret; < t; andt, < ts. This can be instantiated as coalition-privacy whi and (R, {id’/id, ts/bid}, (0,0, 0)) where the target
data is a bid, the defending third party is the winning bidated the coalition specification {8, 0, 0).
E.0.3 Prescribing-privacy

Prescribing-privacy [18] is defined as the adversary cadatd@rmine a doctor’s prescription with the existence ofanter-balancing .
Cp, [Ra{id/id, ty/presc} | Ra{id'/id, to/presc}] ~¢ Cp, [Ra{id/id, ta/presc} | Rq{id’/id, t1/presc}]

This can be instantiated as coalition-privacy w.ptesc and (vt,.(Rq{id’/id, ta/vote}), (0, {{t1/t2}},0)) where the target data is a
prescriptionpresc, the defending third party is the counter-balancing doxztgr(Rd{|d /id, ty/vote}) and the coalition specification is
(0, A, 0) where the substitutionl specifies how to replace the counter-balancing doctor'sgpigtion.

E.0.4 Receipt-freeness
Receipt-freeness [14] in voting is defined as the existehdg such that

Pp\Ceo) o R, {id/ld to/vote}
CP [ (¥, 0,coutsCin) {Id/ld tl/’UOte} | R {ld /1d tg/’uote}] Xy Cp [Pf | R {Id /ld tl/UOte}]

This can be instantiated by coalition-enforced-privaaytwoote (¥, 0, ¢ pur, Cin) @nd (vto.(R, {id'/id, t2/vote}), (0, {{t1/t2}},0)),
where the target data and the coalition are the same as irprigeey, and the collaboration specification(ig, 0, c,,t, c;n) Where ¥
contains all private terms generated and read-in in thetager process¥ in a processt is given byOutTerm(R).

OutTerm(0) = 0
OutTerm(P | Q) = OutTerm(P) U OutTerm(Q)
OutTerm(!P) = OutTerm(P)
OutTerm(vn.P) = {n}UOutTerm(P) whennis name of base type
OutTerm(vn.P) = OutTerm(P)otherwise
OutTerm(in(v,z).P) = {z}UOutTerm(P) whennis name of base type
OutTerm(in(v,z).P) = OutTerm(P)otherwise
OutTerm(out(v, M).P) = OutTerm(P)

OutTerm(if M =g N then P else Q)
= OutTerm(P) U OutTerm(Q)

E.0.5 Coercion-resistance

Coercion-resistance [14] in voting is defined as the exest@fiP; such that for any contel] | = vcyue.vcin. (| Q) satisfyingbn(P,, )N
fn(C[]) = 0 andCp, [C[RS" F< ) {id /id;, t /vote}]] ~ Cp, [RST V<) {id /id,, t1 /vote}], we have

C[Pf]\(coutv') R~ Ry{id/id,tQ/’l}Ote}
Cp, [C[}%quj’gc”““cz”{id/id7 tl/’UOte}] | }%U{id//id, tz/UOte}] ~ Cp, [C[Pf] | fzv{id//idv tl/’UOte}]
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This can be considered as an instance of coalition-enfgudgdcy as well, where the target data and the coalitiorntla@esame as in
vote-privacy, and the cooperation specificatiofds @, c,.:, c;») Where ¥ contains all private terms generated and read-in in thetarg
voter process and contains all the send out termd.in a processR is given byReplaceTerm(R).

ReplaceTerm(0
ReplaceTerm(P | Q
ReplaceTerm(!P
ReplaceTerm(vn.P
ReplaceTerm(in(v, x).P
ReplaceTerm(out(v, M).P

0
ReplaceTerm(P) U ReplaceTerm(Q)
ReplaceTerm(P)

ReplaceTerm(P)

ReplaceTerm(P)

{M} U ReplaceTerm(P)

ReplaceTerm(if M =g N then P else Q)

ReplaceTerm(P) U ReplaceTerm(Q®)
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