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Abstract

Radio frequency identification (RFID) is a technology aimed at efficiently
identifying products that has greatly influenced the manufacturing businesses
in recent years. Although the RFID technology has been widely accepted by
the manufacturing and retailing sectors, there are still many issues regarding
its scalability, security and privacy.

With regard to privacy, the sharing of identification information amongst
multiple parties is also an issue (especially after the massive outsourcing that
is taking place in our global market). Securely and efficiently sharing iden-
tification information with multiple parties is a tough problem that must be
considered so as to avert the undesired disclosure of confidential information.

In this article, we propose a private and scalable protocol for RFID col-
laborative readers to securely identify RFID tags. We define the general
concepts of “next reader predictor” (NRP) and “previous reader predictor”
(PRP) used by the readers to predict the trajectories of tags and collaborate
efficiently. We also propose a specific Markov-based predictor implementa-
tion. By the very nature of our distributed protocol, the collaborative readers
can naturally help in mitigating the problem of sharing identification infor-
mation amongst multiple parties securely. The experimental results show
that our proposal outperforms previous approaches.

Keywords: RFID, Scalable collaboration, Privacy, Secure information
sharing, Trajectory analysis
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1. Introduction

The amount of information that we have to store and share in order to
produce, transport, and sell products is growing steadily. There is an urgent
need for efficient technologies and protocols that allow the management of
such a great amount of information in an efficient, secure and private way.

Radio frequency identification (RFID), a technology that was firstly used
during the second world war to distinguish friendly airplanes from enemies,
has become a must in the manufacturing and retailing sectors due to its
ability to identify and track items rapidly and in parallel without the need
for visual contact. This ability of the RFID technology has relegated bar
codes to obsolescence. Moreover, RFID technology is especially suited for
a variety of tasks, namely assets tracking (e.g. Air Canada decided to use
this technology to control their food trolleys so as to reduce more than $2
million in unexplained losses (17)), manufacturing (e.g. Boeing uses RFID
to track parts as they arrive, and as they move from one shop to another
within their facilities. Thus reducing errors and the need for people to look
for parts (18)), supply chain management (e.g. Paramount farms, the largest
producer of pistachio in the US, receives 50% of its production from a network
of about 400 partners. The shipments are processed by using RFID that
reduces processing times to up to 60% (21)), retailing (e.g. Walmart started
to explore the RFID technology in 2003 and devoted at least three billion
dollars to implement it (9)), and other applications such as payments, security
and access control.

It is hard to say exactly how many RFID systems are already deployed
worldwide. However, it is clear that these systems are becoming more pop-
ular with each passing day. Over 1.3 billion RFID tags were produced in
2005, and by 2010, that figure was expected to soar to 33 billion1. This rapid
proliferation of RFID solutions strongly supports the paradigm of ubiquitous
computing. In this scenario, billions of RFID tags will send information to
thousands of RFID readers so as to enrich our interaction with the environ-
ment and make our processes more efficient and resilient. As a consequence of
such a great proliferation, RFID readers must be able to identify, and distin-
guish, individual tags from sets of millions or billions of tags. Thus, the tags’
identification protocol should be efficient, resilient and scalable. Further-

1According to a study of In-Stat (http://www.in-stat.com) - http://www.instat.
com/press.asp?Sku=IN0502115WT&ID=1545
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more, the identification procedure carried out by readers should guarantee
the privacy of tags’ holders as well as the security of the data stored in the
tags’ memories.

Take as an example the case of a company (Company A) devoted to
the distribution of electronic products, namely desktop computers, laptops,
displays, keyboards, etc. With the aim to improve the distribution chain,
Company A attaches an RFID tag to each product, thus, it is possible to track
them across multiple check points (e.g. factories, docks, resellers, and so on).
The company requires the exchange of information between check points (e.g.
RFID readers) to be secure and reliable, so as to avoid the loss of products.
Also, the company wants the exchange of identification information between
RFID tags and readers to be private, so as to prevent unauthorised parties
from gauging the volume of products being shipped, exported or imported.
Finally, the company wants this process of identification and tracking to be
efficient and scalable (i.e. the identification of a product should be fast
even in the presence of millions of possible products to be identified).

1.1. Contribution and plan of the article

The RFID technology can help to improve our processes by simplify-
ing paperwork, speeding up the cataloguing of products and reducing costs.
However, the massive use of this technology implies the management of bil-
lions of tags (which is a challenge) and might imply a thread in terms of
security and, also, in terms of privacy.

In this article, we concentrate on these issues (i.e. Security, privacy and
scalability in RFID systems)2. Specifically, our contributions are the follow-
ing:

• We propose, describe and analyse a new protocol that allows the col-
laboration of multiple RFID readers so as to identify RFID tags se-
curely and efficiently. The proposed protocol improves the efficiency
and scalability of previous proposals, without sacrificing either security
or privacy, in two ways:

2Note that tags implementing private protocols may coexist with tags that send their
ID in clear text. In this article we assume that readers distinguish these two types of tags
by means of physical procedures (e.g. using different frequencies for each type of tag).
Thus, we concentrate on private tags only.
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Figure 1: Basic components of an RFID system. From left to right: a back-end, RFID
readers, and RFID tags. The back-end uses databases to store identification information.
RFID readers are used to query RFID tags (that can take a variety of embodiments),
retrieve their information, and forward it to the back-end through a wireless or wired
channel. Note that in this simplest scheme RFID readers are used as relays and are not
connected amongst them.

– Predicting the next move of a tag. Thus, sending the identification
information to the readers that really need it, and consequently
reducing the information stored in the cache of the readers.

– Predicting the estimated time of arrival (ETA) of tags, so that
readers can search more efficiently in their caches.

• We show that the proposed protocol can naturally help mitigate the
problem of exchanging identification information amongst multiple par-
ties (which is especially useful for supply chains).

The rest of the article is organised as follows: In Section 2 we recall the
basics of RFID systems and summarise the most relevant protocols devoted
to the private identification of RFID tags. Next, in Section 3 we justify the
need for new scalable identification methods and, we describe our proposal
in detail. In Section 4, we compare a variety of identification methods and
show that our proposal outperforms all previous ones. Finally, the article
ends with a conclusion in Section 5.

2. Background

2.1. Basic scheme of RFID systems

Regardless of their operational frequency, materials or embodiments, RFID
systems consist of three main components, namely tags, readers and back-
ends (cf. to (1) for a brief survey on RFID and to Figure 1 for a graphical
representation of the components and their basic relations/connections):

• RFID tags are small devices that can take a variety of possible shapes
and embodiments (from stickers to small grains embedded in docu-
ments). The most basic RFID tags consist of a microchip and a metal
coil. The microchip stores information, and is able to compute some
simple operations; and the metal coil acts as an antenna that receives
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information from and sends information to readers. Optionally RFID
tags can carry batteries, in this case they are called active tags. Oth-
erwise, they are called passive tags. Passive tags are far more common
than active tags because they are cheaper (e.g. a passive tag costs
about $0.05, whilst an active tag might cost about $50 or more). Due
to the fact that passive tags do not carry batteries, they harvest energy
from the signal that they receive from readers and, consequently, they
have very limited storage and computational power.

• RFID readers are devices utilized to retrieve information stored in
RFID tags. In their simplest operation, readers emit a radio wave so
that all tags in their cover range can power up and answer by broad-
casting their embedded information (i.e. a set of bits3). After collecting
the information, the readers forward it to a centralized computer (or
back-end) along with their identification number and a timestamp.

• Back-ends are a set of databases connected to computers that receive,
decrypt (if necessary), and manage the information collected by RFID
readers about RFID tags. Back-ends store all the information required
to identify RFID tags. Also, they can hold extra information about the
products/items to which tags are attached.

2.2. Security, privacy and scalability in RFID systems

The main advantage of RFID systems is that tags can be read without
the need for visual contact. However, this advantage might be also a problem
due to the fact that unauthorised people with the right equipment might be
able to interrogate tags and obtain their information without being detected.
This kind of unauthorised access might lead to the disclosure of confidential
information.

With the aim to solve this problem a wide variety of methods and proto-
cols have been proposed. Designing private and secure, yet scalable, RFID
identification protocols has been a big issue in recent years. The constrained
computational resources on the tag’s side make this task very challenging. In
fact, protocols based on public key cryptography, that are widely accepted
in electronic commerce, banking, or access control, are an unrealistic option

3In general these bits represent the electronic product code (EPC) of the item to which
the RFID tag is attached.
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Reader (R) Tag (T)

generates r1
r1−−−−−−−→ generates r2

looks for IDi s.t.
(a,r2)←−−−−−− a = h(r1||r2||ID)

a = h(r1||r2||IDi))

Figure 2: Improved randomized hash-locks protocol

for low-cost RFID tags due to their limited computational power. There-
fore, most efforts have been focused on RFID identification protocols based
on symmetric key cryptography. Such cryptographic systems are generally
built upon some primitives like hash functions or block ciphers. Many efforts
have been devoted to the development of light-weight cryptographic func-
tions (14). Amongst them, the block cipher described in (4) is especially
interesting since it may be implemented in very constrained RFID tags (i.e.
it requires about 1600 logic gates). This means that current low-cost RFID
tags might support symmetric-key cryptography.

Amongst all symmetric key identification protocols, the Improved Ran-
domized Hash-locks (IRHL) protocol (10) is the most accepted one due to
its strong privacy and security properties, and its low computational require-
ments on the tag’s side (i.e. it only needs a pseudo-random number generator
and a one-way hash function). In the IRHL protocol, for every tag’s inter-
rogation the reader generates a random number (nonce) r1 and sends it to
the tag. Upon reception, the tag generates another random number r2 and
computes the answer a = h(r1||r2||ID) where ID is the secret identifier of
the tag, (·||·) is the concatenation operator, and h(·) is a one-way hash func-
tion. Finally, the reader receives from the tag the answer (a) and the nonce
(r2). With this information, the reader (or the back-end) determines the ID
of the tag by performing an exhaustive search in its database looking for an
identifier IDi such that a = h(r1||r2||IDi). When that happens the tag is
identified as IDi. Figure 2 shows a graphical description of this protocol.

Although the IRHL scheme is a private and secure RFID authentication
protocol, it cannot be used when the system contains a large number of tags
(e.g. like in manufacturing processes) because for every tag identification
there is a need for an exhaustive search in the database. As a result of this
lack of scalability, several protocols have been designed to reduce the linear
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complexity in the identification process of the IRHL protocol.
Tree-based protocols, such as the one proposed by Molnar and Wagner

(MW) (13), may be considered an alternative to IRHL in terms of scalability.
The MW protocol achieves a time complexity in the identification process
of O(d × logN

d ) where N is the number of tags in the system and d is the
branching factor of the tree that is used to store the tag’s identifiers. When
tree-based protocols are used, each tag stores a set of keys that uniquely
identify it and, also, it must share, at least, one key with every other tag
in the system. This sharing of private identification information might lead
to undesired privacy leaks if a given number of tags are compromised4. The
larger the number of compromised tags, the greater the risks for privacy (3).

Similarly to tree-based protocols, group-based protocols, such as the one
described in (2), try to reduce the computational cost related to the secure
identification of tags. In this case, tags are randomly assigned to groups.
Consequently, each tag stores its own ID and the ID of the group to which
it belongs. During the identification process, tags first send the group ID and
then their own ID. In this way, the identification of tags is simplified because
each tag has to be identified within its group instead of amongst all possible
tags. Although group-based protocols could perform even better than tree-
based protocols (2), if a tag is compromised, the whole group to which the tag
belongs is compromised too. Thus, from the scalability perspective group-
based protocols are very efficient, but with regard to privacy, they are not a
good choice.

In the above protocols, the use of a single reader is assumed5. However,
in 2007, Solanas et al. (15) introduced the idea of using multiple collabora-
tive readers to make the identification process scalable whilst maintaining
the high level of privacy of the IRHL scheme. Their proposal is aimed at
efficiently identifying tags in applications where each tag must be continu-
ously monitored whilst it remains in the system. This implies that readers
must cover the whole system. Under this assumption, tags are constrained to
move along neighbour readers6 and therefore, neighbour readers collaborate
in order to guarantee efficiency during the identification process. Efficiency

4Even a single compromised tag might lead to a privacy leak
5This reader being connected to a back-end that is responsible for the computation of

the identification operations. Note that, generally, readers are considered as simple relays
that forward identification information to back-ends.

6Two readers are said to be neighbours if their cover areas are not disjoint.
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is achieved by means of the so-called reader’s cache, which is defined as a
storage device where a reader saves identification data of tags7. The proto-
col reduces the size of the readers’ cache by considering that only the closest
reader to some tag and its neighbours must store the identification informa-
tion of this tag. By reducing the size of the cache, the identification procedure
becomes more efficient. Despite the benefits in terms of computational cost
provided by this protocol, assuming that readers are able to compute their
accurate distance to tags is a bit unrealistic.

With the aim to solve the practical problems of (15), a novel protocol
was proposed in (19) aiming at identifying RFID tags efficiently without
requiring special skills to readers (e.g. readers-tags distance computation).
This protocol is based on the Solanas et al. protocol (15) but it has significant
differences. A parameter p ∈ [0, 1] is used to reduce the size of the readers’
cache. The lower p the smaller the cache. Theoretically, when p = 1 the size
of the readers’ cache roughly equals the Solanas et al. protocol, whilst when
p = 0 the minimum size is reached (at the cost of increasing the number
of messages sent between neighbour readers). The idea is that p may be
tuned up according to the application needs so as to favour a reduction of
computations or bandwidth usage. Also, the protocol does not impose any
constraint on the cover areas of the readers, or on their communications
architecture.

In the context of using multiple readers (connected to a centralised back-
end), Fouladgar and Afifi (5) point out that, in many applications, tags
are usually queried by the same set of readers. Therefore, they propose to
cluster tags according to the readers that identify them most often. This
idea improves on the group-based proposals in the sense that tags are not
randomly assigned to groups, but intelligently clustered according to the
spacial location of the readers that identify them. By doing so, when a reader
receives a tag’s response, it first performs a search on the group of tags that
it usually identifies. If it does not succeed, an exhaustive search is performed
over the whole set of tags’ identifiers. The problem of this proposal is that
tags may have a long life-cycle and move through a wide variety of readers.
In this scenario, the protocol could scale as bad as previous protocols based
on symmetric key cryptography (10).

7This cache can be either an external database securely connected to the reader or a
database internally managed by the reader itself.
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Figure 3: Intuitive location of several identification protocols in the privacy-scalability
plane. The top-right quadrant is where private and scalable protocols lie.

Recently, a new protocol based on collaborative readers was proposed by
Trujillo and Solanas (20). Similarly to previous protocols (15, 19), tags’ data
are stored on the cache of the readers that contain these tags in their cover
area. However, this proposal is able to perform at least 50% better than
the Solanas et. al. (15) and the Fouladgar and Afifi (5) proposals in terms
of computational cost. The improvement is due to the use of a heuristic
that allows readers to estimate the most probable previous location of tags.
By doing so, once a reader could not identify a tag using its own cache, it
asks for the information to another reader that is able to identify it with
a given confidence. In addition to the reduction of the computational cost,
the proposal has significant improvements in terms of flexibility and usability
with respect to other proposals like (19). It is remarkable that readers do not
need either to cover the whole system or they have to rely on a neighbourhood
relationship.

Some protocols are able to achieve good scalability and privacy by pe-
riodically “refreshing” the identification information stored in tags. These
protocols add to the identification phase an “update” phase. Thus, the pro-
tocols assume that tags are able to change the information they store and
recompute all necessary parameters of the protocol. Currently, this assump-
tion is unrealistic for low-cost passive tags. Hence, we focus on the previously
explained protocols and propose a new predictive protocol that improves the
scalability of the aforementioned protocols whilst guaranteeing the same level
of privacy of the IRHL scheme. Figure 3 depicts an intuitive distribution of
the aforementioned protocols in the privacy-scalability plane8.

3. Our proposal

3.1. Rationale

The IRHL protocol (10) is a private and secure solution for the identifi-
cation of RFID tags. However, the computational cost of identifying a tag is

8This Figure is not intended for an exact evaluation but for an intuitive/approximative
yet illustrative description of the relation between privacy and scalability of the aforemen-
tioned protocols.
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linear O(N) with the number of tags (N). Thus, it can hardly be used when
the number of tags in the system is large.

Using collaborative readers to improve the scalability of the IRHL proto-
col has proven to be effective (cf. (15), (19) and (20)). The main reason to
use several collaborative readers is to distribute the identification information
amongst all the readers in the system. In this way, the exhaustive search that
would be required in a centralised scheme (with a single cache/memory) is
applied to the individual cache/memory of each individual reader (15), and
the computational cost is distributed amongst the k collaborative readers
leading to a cost O(αN

k
), where α is the degree of redundancy9 in the caches

of the readers.
Thanks to the Trujillo and Solanas protocol described in (19), the redun-

dancy of the caches can be significantly reduced at the cost of increasing the
number of messages sent between the collaborative readers. And thanks to
the use of the information of the trajectories of the tags (20), the amount of
sent messages can also be reduced. However, due to the fact that N � k the
computational cost is still linear in all cases.

We leverage the idea from (20) of using the trajectory information of
the tags to determine the readers that might help identify a tag when a
given reader is not able to do it itself. In addition, we also predict the next
position of a tag and the time at which the tag will reach a given reader.
Thus, readers can share spatio-temporal information about tags, so as to
identify them without the need for an exhaustive search in their caches, as
we show next. To the best of our knowledge this is the first time that a
predictive algorithm for collaborative readers based on trajectories is used to
successfully speed up the identification process of RFID tags.

3.2. Cache structure

In previous proposals (15), (19) and (20), the readers’ cache contains tags’
identification data but lacks information about the expected time at which
the tags might next be identified by a reader or where they were identified
in the past. Assuming that it is possible to approximately know the instant
at which a tag will be identified by a given reader, it is greatly beneficial
to use this spatio-temporal information to speed up the searching process
in the readers’ cache. Therefore, we propose to structure the readers’ cache

9The degree of redundancy highly depends on the neighbours topology (15).
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Cache of Reader 512
Previous Next First

ETA Tag ID Reader Reader Time
2011-07-28 11:31:38 90876534 1012 201 Yes
2011-07-28 11:41:33 10311299 1011 1201 No

· · · · · · · · · · · · · · ·
2011-07-30 22:01:08 21134211 1012 201 No

Table 1: Example of the cache of a reader.

as an ordered list where the expected time of arrival (ETA) is the ordering
criterion.

Definition 1 (Cache). Given the set of tags T and readers R in
the system, the cache of a reader R ∈ R consists of a sequence of
ordered tuples

C(R) = < t1, ID1, R
ID1
prev, R

ID1
next, Y |N >, · · · ,

, · · · , < tN , IDN , R
IDN
prev , R

IDN
next , Y |N >

where the order is given by the timestamps t1 ≤ · · · ≤ tN . The tag
identifiers IDi ∈ T , ∀ 1 ≤ i ≤ N , and RIDi

prev ∈ R and RIDi
next ∈ R

are the reader that sent the IDi to R and the reader that will re-
ceive the IDi from R respectively. Y |N is used as a flag to show
whether the tag has been already identified by this reader.

From the above definition it can be observed that our protocol will use the
spatial information about the trajectory of the tags (i.e. to predict which
reader will be the next reader to receive a given tag), and the temporal
information (i.e. to predict when a given tag will be read in the future by the
next reader). Table 1 is an example of the cache of a reader. In this example,
the reader R512 expects to receive the tag T90876534 from reader R1012 at time
2011-07-28 11:31:38, and will forward the identification information to the
next reader R201. Also, it can be seen that the tag has not been identified
by the reader yet.
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By using this ordered cache, when a tag response arrives at a given times-
tamp t, a reader is able to optimize the searching process in its cache by first
considering the tags that it expects to identify at a timestamp t′ close to t.
Note that if the ETA is accurate, the identification of tags might be very
fast. The better the prediction the faster the identification process. In the
worst case the computational cost is linear O(n), where n is the number of
identifiers in the cache of the reader.

3.3. Trajectory prediction algorithms

The idea of using heuristics to speed up the identification process has
been recently introduced by Trujillo and Solanas in (20). Although the re-
sults achieved by (20) are very good, the heuristics that are used consider
the movement of all tags globally (i.e. they look for global trends instead
of predicting the moves of a single tag by using a trajectory predictor algo-
rithm). In (20) the heuristics are not used to inform readers about the most
probable position of tags before the identification. They are only used to
find the reader that might have the information about a tag once the reader
that should identify it fails to do so.

We propose to use trajectory predictors in a broader manner, so as to be
able to inform readers about which tags they will receive and when before
they actually receive them.

In general, a trajectory is understood as a timely ordered set of consecu-
tive points (P) defined in an n-dimensional space (S). However, due to the
fact that we can only control the location of the tags when they are detected
by a reader, we define our concept of trajectory as follows:

Definition 2 (Trajectory). Given a set of readers R and tags T .
The trajectory of a tag Ti ∈ T is defined as a sequence

Si =< t1, R1 >,< t2, R2 >, · · · , < ts(i), Rs(i) >

where s(i) is the size of the sequence, t1 < t2 < · · · < ts(i) are
timestamps and, Rj ∈ R ∀1 ≤ j ≤ s(i) are the readers that iden-
tified the tag Ti at the timestamp tj.

When a tag arrives at the cover area of a reader, the reader tries to
identify it by applying the already explained IRHL protocol. During the
identification process two situations could arise:
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Figure 4: Illustration of the identification success of the tag Ti by reader A. After suc-
cessfully identifying Ti, the reader A applies a Next Reader Predictor (NRP) to predict
the next reader (in this case, reader A decides that reader B is the best candidate) and
sends the Ti identification information to reader B. The reader B stores the information
about Ti in its cache so as to be able to identify it (if necessary).

1. Identification success: The reader finds the identification informa-
tion of the tag in its cache and can identify it. Then it has to decide to
which reader should this information be forwarded (See the example of
Figure 4).

2. Identification failure: The cache of the reader does not contain the
identification information of the tag and the reader cannot identify it.
The reader has to decide to which other reader ask for help (See the
example of Figure 5).

In the first case (identification success), after properly identifying a tag, the
reader will proceed by using an algorithm (i.e. the “Next Reader Predictor”
(NRP)) to determine which reader will be the next one to which the tag
will move. Once this next reader is determined, the current reader sends the
identification information of the tag to that reader. An NRP can be defined
as follows:

Definition 3 (Next Reader Predictor (NRP)). Let Ti be a tag of
the system and let Si =< t1, R1 >,< t2, R2 >, · · · , < tj, Rj > be
its trajectory of size (j). An NRP is a polynomial-time algorithm
(let us call it Anext) that on input Ti and Si outputs the pair
< tj+1, Rj+1 >.

Anext(Ti, Si) −→< tj+1, Rj+1 >

This output pair means that it is expected that the tag Ti will be
identified at time tj+1 > tj by the reader Rj+1.

Note that the result of the NRP is correct only with a probability that
highly depends on the utilised algorithm and the degree of regularity of the
movement of tags 10. Thus, if the prediction is wrong, the reader which is

10It is apparent that in a chaotic system where no regularities exist, the prediction of
the next move of a tag would be extremely inefficient.
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Figure 5: Illustration of the identification failure. Reader C tries to identify Ti but it fails
because it has not got the information in its cache. It uses a PRP to decide which reader
to ask for help (in this case C asks A).

currently identifying the tag Ti will forward the identification information to
a wrong reader. As a consequence, when that tag reaches the next reader,
the latter will not be able to identify the tag (because the identification
information will not be in its cache) and will need the help of other readers
to do so (this is the second case enumerated above).

In the second case (Identification failure), when a reader cannot identify a
tag, it proceeds by using an algorithm (i.e. the “Previous Reader Predictor”
(PRP)) to identify the reader that might have identified the tag previously
and might have the identification information of the tag. A PRP can be
defined as follows:

Definition 4 (Previous Reader Predictor (PRP)). Let T = {T1, · · · , TN}
be the set of tags in the system and let S = {S1, · · · , SN} be
the set of trajectories of the tags in T until a given time t. Let
T R ⊂ T be the subset of tags known by reader R and let SR ⊂ S
be the trajectories of the subset of tags known by reader R. A
PRP is a polynomial-time algorithm (let us call it Aprev) that on
input a reader R and, a set of trajectories of tags SR, outputs the
sequence of k readers R1, R2, · · · , Rk that are candidates to be the
previous reader that identified a tag.

Aprev(R,SR) −→< R1, R2, · · · , Rk >

Remark 1. The order of the sequence of candidate readers de-
pends on the specific implementation of the predictor. However,
the following condition must hold:

P (success|R1) ≥ P (success|R2) ≥ · · · ≥ P (success|Rk)

This means that R1 has more chances of being the actual previous
reader than R2, etc.
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Figure 6: Conceptual logical flow of the protocol.

Note that in this section we have defined the theoretical concept of NRP and
PRP algorithms. However, the specific implementation of these algorithms
would highly affect the performance of the whole system. In the next sec-
tions we will give details on the implementations that we have used for our
experimental analysis.

3.4. Our protocol

We define our protocol as a distributed algorithm in the context of a set
of collaborative readers R that share identification information on a number
of tags T . For the sake of completeness, in addition to R, we consider a
special reader OR that acts as an oracle (i.e. it has the same role of classical
back-ends that have the information of all tags in the system). The oracle
OR is able to identify any tag in T . In our collaborative context, it should be
understood as the ”last resort” to identify a tag if all the other mechanisms
fail. Thanks to the use of an oracle no false negative identifications take place.
Notwithstanding, the computational cost associated to the identification of
tags by the oracle is very high. Thus, it must be used only when all the other
identification procedures fail.11

Algorithm 1 shows a pseudocode description of our protocol and Figure 6
depicts the logical flow of the proposal. Our protocol works as follows: The
reader R, that receives an identification message from an unidentified tag
T at time t, tries to identify it by following the IRHL scheme described in
Section 2 but using the identification information stored in its own cache
only (lines 1 to 10 in Algorithm 1)). In order to perform this identification
efficiently, the reader uses the cache structure described above. First, it tries
to identify T as one of the tags that were expected to arrive at time t. If
the tag is not identified amongst these candidate tags, the reader tries with
tags that were expected to arrive a bit later at time t+ 1 and a bit earlier at
time t − 1, and so on. Searching in this way, if the ETA of T was properly
predicted and forwarded, T is identified almost instantly. However, if the
prediction was wrong, the reader R might need to search over all its cache.

11Note that this situation might happen rarely and probably it would be caused by a
communication failure amongst the collaborative readers or by an active attack. In normal
conditions, the oracle should not be used.
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Algorithm 1 Main protocol

Require: A tag T to be identified by a reader R at time t;
Require: The set of tags’ trajectories SR known by R;
Require: The cache of reader R, C(R).

- - Try to identify T using the local cache
1: for all t′ ∈ {t, t+ 1, t− 1, t+ 2, t− 2, · · · } do
2: for all Ti ∈ C(R) with ETA = t′ do
3: if T is identified as Ti then
4: if Ti is a “first time” tag then
5: Call New Tag (R, Ti, t, R

Ti
prev, Si)

6: end if
7: return (Tag identified correctly);
8: end if
9: end for

10: end for
- - Try to identify the tag with other readers’ help

11: for all R′ ∈< R1, R2, · · · , Rk >←− Aprev(R,SR) do
12: Call Help Identify (T ,R′)
13: if R′ identifies T then
14: R receives < t′, Ti, R

Ti
prev, R

Ti
next > from R′.

15: Call New Tag (R, Ti, t, R
′ and, Si).

16: return (Tag identified correctly);
17: end if
18: end for

- - (last resort) Ask the Oracle
19: if OR identifies T then
20: Call NewTag (R, T , t, OR, ∅).
21: return (Tag identified correctly);
22: end if
23: return Invalid tag T found

If T is identified, R checks whether it is the first time that this tag enters
its interrogation zone (i.e. it is a “first time” tag) and, if it is, it calls the
procedure New Tag(R, Ti, t, R

Ti
prev, Si) and the identification finishes. If the

tag is not a “first time” tag, the identification procedure simply finishes.
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If the identification information of T was not properly forwarded to R12,
it will search over all its cache and will not be able to identify T . In this
situation, it has to ask for help to the other collaborative readers that might
have the information it needs (lines 11 to 18 in Algorithm 1). To do so, R
calls the PRP algorithm Aprev(R, S) so as to obtain a list of readers that may
have information about T . For each reader R′ in the list returned by Aprev,
the procedure Help Identify (T ,R′) is called. If this procedure succeeds in
identifying T , the collaborative reader that succeeds sends the tuple of its
cache that contains the information about T (i.e. < t′, Ti, R

Ti
prev, R

T i
next >) to

R. By using the information in this tuple the identification process correctly
finishes after calling the procedure New Tag(R, Ti, t, R

′, Si).
Finally, if no reader R′ can identify T , R asks the oracle OR (lines 19 -

23 in Algorithm 1). If OR cannot identify T , the latter can be considered
an illegitimate tag13. Otherwise, R finishes successfully the identification
process by calling procedure New Tag (R, T , t, OR, ∅).

Algorithm 2 New Tag

Require: A reader R that has identified a tag Ti at time t;
Require: The reader Ri

prev;
Require: The trajectory Si of Ti.

1: R asks RTi
prev to remove Ti from its cache;

2: R predicts the next reader and ETA < ti, R
Ti
next >= Anext(Ti, Si);

3: R asks RTi
next to insert the record < ti, Ti, R, null, Y > in its cache;

4: R removes the record about Ti from C(R) (if it exists);
5: R inserts the record < t, Ti, R

Ti
prev, R

Ti
next, N > into C(R);

6: R adds < t,R > to the Ti’s trajectory (Si);

The main protocol described in Algorithm 1 uses two procedures (i.e.
New Tag and Help Identify) to update the state of the caches of other col-
laborative readers and to identify tags from which the identifying reader has
no information.

12Note that this might happen due to a wrong prediction of the next reader by the
previous reader.

13In this case, the proper actions are to be taken, namely raise an alarm, locate and
eliminate the tag, etc.
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The New Tag procedure, described in Algorithm 2, is called when a reader
R determines that a newly identified tag, Ti, has entered its interrogation
zone for the first time (i.e. it is a “First time” tag) and thus, Ti’s trajectory
must be updated. In this case, R sends a message to the previous reader
RTi

prev that identified Ti so as to let it remove the information it has about
Ti

14 (note that, when RTi
pre = OR this message is not sent). Then, R uses

an NRP to determine the next reader that will be visited by Ti and sends
a messages to it to let it insert the tuple < ti, Ti, R, null, Y > in its cache
(this way, when the tag reaches this reader, it will be able to identify it
efficiently). Finally, the record corresponding to Ti in C(R) is updated with
proper information about the next reader < t, Ti, R

Ti
prev, R

Ti
next, N >.

Algorithm 3 Help Identify

Require: T a tag to be identified by a reader R;
1: Determine told the oldest timestamp in C(R);
2: for all t′ ∈ {told, told + 1, told + 2 · · · } do
3: for all Ti ∈ C(R) with ETA = t′ do
4: if T is dentified as Ti then
5: R asks Ri

prev to remove Ti information from its cache;

6: return < t′, Ti, R
Ti
prev, R

Ti
next >

7: end if
8: end for
9: end for

10: return < null > (Tag not identified)

The Help Identify procedure, described in Algorithm 3, is called when a
reader R cannot identify a tag with the information stored in its cache. This
procedure is executed by the readers that collaborate with R. Due to the
fact that these collaborative readers might have seen the unknown tag quite
in the past, they start searching tuples in their caches whose timestamps are
old. If a collaborative reader R′ identifies T as Ti it sends a message to RTi

prev

in order to let it remove the information on Ti from its cache. Finally, R′

returns the tuple about Ti stored in its cache.

14This information is no longer necessary and removing it from the cache speeds up the
identification procedure
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3.5. Practical implementation of the predictors

Previously, in Section 3.3, we have theoretically defined the concepts of
Next Reader Predictor (NRP) and Previous Reader Predictor (PRP). In this
section, we provide the reader with a practical implementation for each of
these predictors.

3.5.1. Next reader predictor

We propose the use of a location prediction algorithm based on a Markov
model (16). A Markov-based predictor of order k, (O(k)), is defined over the
sequence of the last k locations of a given moving entity. Let L = `1, · · · , `n
be the location history of a given entity and let L(i, j) = `i, · · · , `j be a
subsequence of L. Let Xi be the random variable that represents a location
at time t. Then, the Markov assumption is that:

Pr(Xn+1 = x|X1 = `1, · · · , Xn = `n) =

Pr(Xn+1 = x|Xn−k+1 = `n−k+1, · · · , Xn = `n) (1)

And that for every i ∈ {1, 2, · · · , n− k}:

Pr(Xn+1 = x|Xn−k+1 = `n−k+1, · · · , Xn = `n) =

Pr(Xi+k = x|Xi−k = `n−k+1, · · · , Xi+k−1 = `n) (2)

Simply stated, Equation 1 says that the probability of being in a given
location depends on the previous k locations only, whilst Equation 2 says
that this probability is time independent. Therefore, this probability can be
represented by a transition matrix M labelled with all possible sequences of
locations of size k:

Pr(Xn+1 = x|X1 = `1, · · · , Xn = `n) =

M(L(n− k + 1, n), L(n− k + 1, n)||x) (3)

And the value of M(a, b) may be estimated by

M(a, b) =
N(a, L)

N(b, L)
(4)

Where N(s1, s2) is the number of times the subsequence s1 occurs in the
sequence s2.
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In our protocol, locations are represented by the readers R and a next
reader predictor (NRP) is only used by readers R once they realise that a tag
T is in their interrogation zone. Thus, the last location of T is the current
reader R, i.e. `n = R. Therefore, we believe that a reader could be able to
implement a Markov-based predictor of order 1 or 2 using a reasonably small
amount of memory. In addition, counting the number of times that a tag is
identified by a reader after having been identified by another reader can be
easily done when calling the New Tag procedure described in Algorithm 2.
Our Markov-based predictor is computationally efficient. It has a logarithmic
computational cost with respect to the number of readers R.

Regarding the time prediction, we use a very simple approach. Let tm be
the average time in which a tag T is identified by two consecutive readers.
Let t be the current time in which T is identified by a reader. We estimate
that the next reader will identify T at time t + tm. Note that the readers
store, share and update tm. To update the value of tm, the reader applies
the following equation:

tm =
tm × (c− 1) + t− tlast

c
,

where c is the number of times that the tag has been identified and tlast is
the last time in which that tag was identified.

3.5.2. Previous reader predictor

The idea of using a previous reader predictor was recently proposed by
Trujillo and Solanas in (20). We propose to use the same heuristic proposed
in (20) because it has been shown to be efficient and provides good results.

In a nutshell, the proposed predictor works as follows: When a reader
Ri identifies a tag, it increments a counter G(Ri, Rj), where Rj is the last
reader that identified that tag. By doing so, when Aprev(Ri,SRi) is called,
it outputs the sequence,

R1, R2, · · · , Rk

such that
G(Ri, R1) ≥ G(Ri, R2) ≥ · · · ≥ G(Ri, Rk)

The computational cost ofAprev is logarithmic with respect to the number
of readers R. Note that there is no need for sorting the output list every time
the algorithm is called (i.e. this might lead to a computational complexity
O(|A| log |A|)). On the contrary, the list could be stored already sorted and
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Figure 7: Illustration of our example.

simply updated after increasing the value of G(Ri, Rj) for any pair of readers
Ri and Rj.

Note that the PRP is essentially a “global” predictor in the sense that it
is based on the information of the trajectories of multiple tags. Consequently,
it can be seen as a trend analyser (e.g. if most of the tags that are identified
by a reader Ry move to a reader Rx, when the reader Rx uses the PRP,
the first result will be Ry). On the contrary, the NRP described in the
previous section is essentially “local” in the sense that it only depends on
the information of a single tag.

3.6. Sharing private information with our proposal

Securely sharing information amongst multiple parties is a problem that
has been already studied in other areas such as secure multi-party computa-
tion, private information retrieval, etc.

The main goal of this article is to propose a new protocol that improves
the scalability of previous RFID identification proposals by means of collab-
orative readers. However, our protocol can be used to lessen the problem of
sharing identification information amongst multiple parties, also.

The collaboration amongst multiple readers is a fundamental feature of
our proposal. By means of this collaboration, readers can exchange identifi-
cation information and distribute the whole identification database amongst
them. By doing so, each reader has information about the tags/products
that are in its interrogation zone and the ones that are going to be there in
the near future. By the very nature of our proposal, readers only have the
information they must have (i.e. the one they need to identify the tags in
their surroundings). Let us illustrate this property of our proposal with an
example.

Example 1. Let us suppose that we have two manufacturing companies (e.g.
Company A and Company B). Company A is selling products to Company
B. Both companies use RFID technology so Company A has a reader (Reader
A) that monitors the products that are sent out of the manufacturing plant
and, Company B has a reader (Reader B) that monitors the products that
enter the manufacturing plant.
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For security reasons, Company A uses a private identification protocol like
the improved randomized hash-locks. Thus, in order to identify the products
that Company A sells to Company B, the latter must have access to their
identification information.

In the scenario described in the previous example, Company B should
have access to the identification information of the products that it bought
to Company A. In the case of the classical IRHL scheme, Company A should
grant access to its back-end to Company B, so as to let it identify the prod-
ucts. However, if Company B has access to the back-end of Company A, the
former can obtain extra information about the latter (note that this informa-
tion could be considered confidential because it could lead to the disclosure
of private information such as the state of the stock).

By using our protocol, Company B will only have access to the informa-
tion sent by Reader A to Reader B. This information is enough to identify
all the products that have been sent to Company B and it cannot obtain any
extra information from it.

In our example (illustrated in Figure 7) the back-end of Company A has
information about all the stock (26 products in this case). Reader A has
information about the products that are passing through it (i.e. products
1 to 9) and are being sent to Company B. The information of Reader A is
timely and properly forwarded to Reader B (in our example, Reader B has
information about the tags that it has already detected (1,2, and 3) and the
ones that it is going to receive (4 - 9). The information received by Reader
B is also forwarded to the back-end of Company B.

Clearly, this property is not the most important of our proposal. However,
it can help to reduce the overheads related to the management of identifica-
tion information transparently.

4. Experimental results and evaluation

With the aim to assess the correctness and efficiency of our protocol with
respect to other state-of-the-art proposals, we have obtained experimental
results based on the simulation of those proposals by using data sets of tra-
jectories.

A data set of trajectories contains a historical log with all the identifica-
tion events produced by readers during the identification of tagged objects
in a given scenario. Thus, with these data sets, it is possible to determine
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the precise moment in which a tagged object was identified by a given reader
in an exact location. By using these data sets of trajectories, whether real
or synthetic, we are able to measure the performance of our proposal, in
terms of computational cost and bandwidth usage, and compare it to others
without the need for an expensive and very time consuming implementation
of real prototypes.

Notwithstanding, obtaining real data sets of trajectories of RFID tagged
objects moving through, for example, supply chains is very difficult (i.e. these
data are generally kept by private companies that are quite reluctant to share
them). Hence, the use of synthetic data obtained by means of simulation is a
common practice (6) (7) (8). However, a synthetic data set might fall short
of capturing the real complexity of the motion of objects. With the aim to
lessen this problem and in order to perform a comprehensive comparison of
our proposal with previous ones, we use two different data sets of trajectories:

1. A synthetic data set generated by simulating the movement of tagged
objects in supply chains. This data set has been generated by using
techniques proposed in previous articles (6) (7) (8), which deal with
moving objects in supply chains.

2. A real data set consisting of a historical log of the movement of wireless
cards through several access points at Dartmouth College (11). This
real data set of trajectories captures the movement of students in the
Dartmouth College when they connect to the wireless access points of
the campus.

4.1. Generating the synthetic data set

As stated above, we generate a synthetic data set of moving objects in
supply chains. Similarly to (7), we consider several distribution centres or
factories that may exchange tagged products/items in both directions by
means of input/output gates (controlled by RFID readers). Once a distri-
bution centre has M items in any of its output gates, it sends these items
to another randomly selected distribution centre. Upon reception of a set
of items by a distribution centre, these items are processed according to the
distribution centre policy. Like in previous models (6) (7) (8), the distribu-
tion centre policy is defined by a graph. Locations where items arrive and
depart are the nodes of the graph, whilst the edges represent the possibil-
ity of moving between locations. In particular, we define a random graph
for each distribution centre and random Poisson distributions to model the
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departure of items in each location. By doing so, we simulate that items
move in small groups or individually inside each distribution centre whilst
they move in large groups between distribution centres. Note that this kind
of movement is similar to the one given in (12) where two types of data are
considered: (i) groups of items (GData) and (ii) single items (IData).

Similarly to (6), we define five distribution centres and twenty locations
in each of them. For each distribution centre we define a random graph
using an Erdős-Rényi model G(n, p) where n = 20 and p = 0.5. Also, we
assign to each location a Poisson distribution P (λ) where λ = 10. Finally,
the minimum number of items that are sent as a group between distribution
centres is defined as M = 100.

In order to define the movement pattern of items we consider that they
have different probabilities to departure towards different locations. For each
out-edge of the graph, each item has a probability of taking this edge to leave.
In our experiments, we have defined that for every node having n out-edges,
the sequence of probability values assigned to these out-edges is a permuta-
tion of the sequence {1

2
, 1
22
, · · · , 1

2n−1 ,
1

2n−1} (note that any other probability
distribution could be defined.) Finally, considering all these settings, we gen-
erate a synthetic data set with 105 trajectories having an average length of
200 points.

4.2. Generating the real data set

Dartmouth College has 566 Cisco 802.11b access points installed to cover
most of its campus. The college has about 190 buildings with 115 subnets so
that clients roaming between buildings can change their IP addresses. This
roaming information is recorded in different files for different clients by using
syslog events (11). In total, more than 14, 000 trajectories collected over
almost 2 years can be found in this data set.

For our experiments, we have selected the shortest 10, 000 trajectories of
this data set. This subset of trajectories is created by parsing all the files
having less than 46 Kb. We have selected the shortest trajectories because
longer trajectories have useless, larger gaps in the data, generally caused by
power failures, access points failures, or long periods of time in which clients
were not in the campus. Note that, those big gaps should not appear in data
sets of items moving through supply chains because, in this scenario, items
cannot be considered lost for a long time. The trajectories of the resulting
data set have an average length of 400 points.
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4.3. Implementing predictors

In Section 3.5, we have defined an effective algorithm to predict the next
location of moving objects based on a Markov model. Also, we have shown
that it is possible to give an estimation of the time when an object should
visit the next location.

In order to provide a better evaluation of our proposal, we have run
experiments using two different predictors:

1. A Markov-based predictor: The predictor described in Section 3.5 used
to estimate both the next location and the time when the object should
visit that location.

2. An Oracle predictor: A predictor that always correctly guesses the next
location and the time when the object should visit that location.

It should be emphasised that the Oracle predictor is only possible because
we know in advance the trajectories of the data sets, otherwise it is not
possible to create it. The Oracle predictor can be understood as the optimal
predictor, i.e. an upper bound in prediction accuracy.

The Markov-based predictor that we have implemented for our experi-
ments guesses correctly the next location and ETA of tags 41% of the the
times with synthetic data, and 67% of the times with real data. The Oracle
predictor has 100% of success for both data sets.

As it has previously been stated the performance of our protocol in terms
of computational cost and bandwidth usage strongly depends on the accuracy
of the predictors. Although the obtained results outperform all previous
proposals, there is still room for improvement (e.g. by developing better
predictors).

4.4. Protocols performance

We will compare the performance of the following proposals:

1. The Fouladgar et al. method (5) assuming that each tag is in the cache
of only one reader. We refer to this method as Fouladgar 1-1.

2. The Fouladgar et al. method (5) assuming that each tag may be in
the cache of several readers. The authors propose to store the data of
tags in the cache of those readers that may read it most often. As this
is not possible for the two data sets considered in this work, we make
the assumption that a tag will be in the cache of the readers that have
identified it previously. We refer to this method as Fouladgar 1-M.
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3. The trajectory-based proposal of Trujillo and Solanas described in (20).
We refer to this method as T-S Trajectory Based.

4. Our new proposal using a Markov-based predictor. We refer to this
proposal as Predictive (Markov).

5. Our new proposal using an Oracle predictor. We refer to this proposal
as Predictive (Oracle).

From a scalability point of view, the number of cryptographic operations
performed on the server side is the main concern. Consequently, most of the
hash-based protocols are not considered scalable. However, the performance
of RFID protocols based on collaboration between readers lessen the com-
putational cost of hash-based protocols but may be affected by an increase
in the bandwidth usage. Therefore, for all the studied protocols we compute
the number of cryptographic operations and, also, the number of messages
sent amongst readers.

With the aim to study both, the computational cost and the bandwidth
usage simultaneously, we have defined a trade-off measure that for every
protocol outputs the percentage of closeness of the protocol to the optimal
case; the higher (closer) the better.

Definition 5 (Trade-off measure). Let P be the set of protocols under eval-
uation. Let α be a real value in the range [0..1]. Let Pc and Pb be the number
of cryptographic operations and the number of sent messages of a given pro-
tocol P ∈ P. Let minc = min(P i

c), ∀ P i ∈ P, minb = min(P i
b ), ∀ P i ∈ P,

maxc = max(P i
c), ∀ P i ∈ P, and maxb = max(P i

c), ∀ P i ∈ P. Then, the
trade-off measure that we propose is computed as follows:

d(α, P,P) =

(
maxc − Pc

maxc −minc

× 100

)
×α+

(
maxb − Pb

maxb −minb

× 100

)
× (1−α)

The values of Pc and Pb are computed by simulating each protocol under
the scenarios described in Sections 4.1 and 4.2. Using this measure, it is
possible to globally analyse the performance of all protocols at the same time.
In addition, thanks to the use of α, it is simple to weight the importance of
either the computational cost or the bandwidth usage. Thus, it can be easily
observed which of the analysed protocols perform best in given conditions.

4.4.1. Experiments over the synthetic data set

Figure 8 depicts the number of cryptographic operations performed by
each protocol over the synthetic data set. In the beginning of the simu-
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Figure 8: Average number of cryptographic operations performed by each protocol during
the complete simulation with the synthetic data set (in red). The black line represents
the moving average of those values in subsets of 100 elements. The time axis represents
simulation steps.

Figure 9: The average number of cryptographic operations per identification for the sim-
ulation with the synthetic data set. (The lower the better)

Figure 10: Average number of messages sent by each protocol during the complete simu-
lation with the synthetic data set (in red). The black line represents the moving average
of those values in subsets of 100 elements. The time axis represents simulation steps.

Figure 11: The average number of messages sent per identification with the synthetic data
set.

lation (in the start-up phase) the “Predictive (Oracle)” and the “Predic-
tive (Markov)” have a performance similar to the “T-S Trajectory Based”
protocol. However, after learning the movement pattern of items, they im-
mediately outperform the “T-S Trajectory Based protocol”. It can also be
observed that the predictive protocols and the “T-S Trajectory Based” pro-
tocol are clearly superior to the “Fouladgar 1-1” and the “Fouladgar 1-M”,
thus confirming the results of (20). Figure 9 shows the average number of
cryptographic operations per identification. From this figure, it is clear that
our new proposals outperform the previous ones in terms of computational
cost and, by extension, they improve scalability also.

Figure 10 shows the number of messages sent by readers in the studied
protocols over the same data set, and Figure 11 depicts the number of those
messages in average. It can be observed in both figures that the “Fouladgar
1-M” method sends fewer messages because it replicates the identification
information of tags in several readers, at the cost of a poor scalability. It is
also clear that our new proposals send a very similar number of messages to
the “Fouladgar 1-M” proposal but they perform significantly better in terms
of scalability.

Using the trade-off measure described in Definition 5 we have compared
all the protocols considering different values of α (See Figure 12). It is
apparent that the protocol presented in this article (in its two variants) is
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Figure 12: The trade-off measure for each protocol and different values of α =
{0, 0.1, 0.2, · · · , 1.0}. The higher the better. (Note that the colours assigned to the proto-
cols do not coincide with the colours of the previous Figure).

Figure 13: Average number of cryptographic operations performed by each protocol during
the complete simulation with the real data set (in red). The black line represents the
moving average of those values in subsets of 1000 elements. The time axis is expressed in
milliseconds.

Figure 14: Average number of cryptographic operations per identification with the real
data set.

Figure 15: Average number of messages sent by each protocol during the complete sim-
ulation with the real data set (in red). The black line represents the moving average of
those values in subsets of 1000 elements. The time axis is expressed in milliseconds.

Figure 16: Average number of messages sent per identification with the real data set

the best for almost all values of α. Only in the region of α values very close
to 0 (meaning that only the number of messages counts) our proposal is not
the best. Hence, we can conclude that our proposal is better than previous
proposals for the analysed synthetic data set.

4.4.2. Experiments with the real data set

In the case of the real data set, we consider the same measures described
above (i.e. the number of cryptographic operations, the number of sent
messages, and the trade-off measure). Figure 13 and Figure 15 show the
number of cryptographic operations and the number of sent messages for
each protocol. Figure 14 and Figure 16 show those values on average. Finally,
Figure 17 depicts the closeness of all protocols to the optimal case by using
the trade-off measure described in Definition 5.

The results are very similar to the ones obtained with synthetic data.
Again, our proposal outperforms all previous proposals. Note that the dif-
ferent shape of Figures 8 and 10 with respect to Figures 13 and 15 is due to
the very nature of the analysed data (i.e. synthetic vs. real).
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Figure 17: The trade-off measure for each protocol and different values of α =
{0, 0.1, 0.2, · · · , 1.0}. The higher the better. (Note that the colours assigned to the proto-
cols do not coincide with the colours of the previous Figure).

5. Conclusions and further Work

We have presented a novel protocol that allows the efficient identification
of RFID tags by means of a set of collaborative readers. Our innovative
proposal uses location and time of arrival predictors to improve the efficiency
of the widely accepted IRHL scheme. We have shown that our protocol
outperforms previous proposals in terms of scalability whilst guaranteeing
the same level of privacy and security.

From the experimental results obtained, we can conclude that our pro-
posal is comparable to highly scalable protocols like the tree-based protocols.
However, we do not sacrifice any privacy to achieve this goal.

Usually, algorithms aimed at location prediction work well in some sce-
narios, but their performance decreases in others. Although we have provided
some practical implementations for the predictors, the definition of our pro-
tocol is flexible enough to accept the use of any location predictor. Due to
the fact that the efficiency of our proposal highly depends on the accuracy
of the predictors, in the future, we plan to study and compare a variety of
predictors in different scenarios.
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