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Abstract—With the prevalence of GNSS technologies, nowa- servers are allowed to process only aggregated data. In the
days freely available for everyone, location-based vehicle servicessecond category we find VPriv [4], where the server stores a
such as electronic tolling pricing systems and paly-as-you-drlveddatabase of users’ travel history, and the ETP system tiestri

services are rapidly growing. Because these systems collect an .
process travel records, if not carefully designed, they can thiegen in [3], where the server collects the hash values of trip més.0

users’ location privacy. Finding a secure and privacy-friendly  Both categories have advantages and disadvantages. Hiding
solution is a challenge for system designers. Besides locationgcations from servers drastically reduces the concerositab

privacy, communication and computation overhead should be : : : . _
taken into account as well in order to make such systems widely location privacy. However, the load for user devices is con

adopted in practice. In this paper, we propose a new electronic toll Siderable. Typically, devices have to manage the storage of
pricing system based on group signatures. Our system preserveslocations and proofs which convince servers that they have
anonymity of users within groups, in addition to correctness and not cheated, e.g., making use of zero-knowledge proofs. On
accountab'ility. It also achieves a.balance between privacy and the other side, the availability of location databasesectdd
overhead imposed upon user devices. by servers, e.g., in VPriv, can help improve applicationshsu
as traffic monitoring and control although the integratidh o

] o ) multiple systems should be carried out carefully. Whereas,
Electronic Toll Pricing (ETP) systems, by collecting to”%ﬁering preservation of location privacy become a mangato

electronically, aim to eliminate delays due to queuing dh torequirement. In this paper, we follow the design principés
roads and thus to increase the throughput of transportatigpyiy [4].

networks. Since Norway built the first working ETP system .
. . . In VPriv, users select a set of random tags beforehand
in 1986, ETP systems have been implemented worldwide. ; . .

. - and send their locations attached with these tags to the toll
Nowadays, by exploiting the availability of free Global Navserver The server then computes and retufislocation
igation Satellite Systems (GNSS), traditional ETP systems P

are evolving into more sophisticated location-based wearic ees. Each user adds up h'.s I?cat|on fees according to his
tags and proves the summation’s correctness to the server by

services. They can offer smart pricing, e.g., by chargirsg le "= . . :
who drive onyuncongested roa?:is org dur?ng gﬁ—peail?ourlésmg zero-knowledge proof, without revealing the owngrsh

Insurance comoani L . o{ the tags. This process needs to run several rounds to
panies can also bind insurance premiums_ 10 . . L
roads that their users actually use, and offer a service knO\?vVO.'d user behawour; deV|at.|ng from the system. Thus the
as “Pay-As-You-Drive” (PAYD) [1]. Moreover, the collected 2" d|s.adv.antage with VPrv is that the computation and
raffic usage records can be used for public interest, e mmunication overhead'mcreases linearly with the number
. \ . ) . of roundsexecuted and with the number o$ers
as planning roads’ maintenance, or resolving legal dispute
in case of accidents. As location is usually considered asOair contributions. We propose a novel but simple ETP sys-
sensitive and private piece of information, ETP and PAYD sygem which achieves a balance between privacy and overhead
tems raise obvious privacy concerns. In addition, by prsiogs for users. By dividing users into groups and calculatingstiol
locations and travel records, they can learn and reveakusemne round, we reduce the amount of exchanged information as
sensitive information such as home addresses and medigell as the computation overhead due to the smaller number
information [2], which consequently can lead to materiaislo of locations of a group. We use group signature schemes
or even bodily harm. Building secure ETP and PAYD systents guarantee anonymity within a group, with an authority
that guaranteéocation privacyand high quality of service is being the group manager. Note that the concept of groups,
actually a scientific challenge. however, requires us to design an effective group division
In the last few years, secure ETP and PAYD systems hgwelicy to optimally preserve users’ location privacy (dissed
been widely studied [1], [3], [4], [5], [6], [7]. They can rghly in Sect. VI). We have proved that our system is correct, which
be divided into two categories based on whether locatioas guarantees that users always pay their usage to the server,
stored in user devices or collected by central toll servemmnd assures accountability, which guarantees originatbrs
PriPAYD [1], PrETP [5], the cell-based solution describethisbehaviours can always be found. Moreover, our system
in [6], and Milo [7] belong to the first category. In theses also proved to be able to enforce conditional unlinkgpili
systems, locations and tolls are managed by user devicds whietween users and their locations.

I. INTRODUCTION



Structure of the paper. Sect. Il describes the participantsother attackers. The attackers considered in the systdawfol
of our system, the threat model and the assumptions, ahe Dolev-Yao intruder model [8JXssumption 2 Specifically,
also states the security goals of our design. Sect. Il lecathey have full control over the network, which means they can
group signature schemes and other cryptographic primsitiveavesdrop, block and inject messages anywhere at anytime.
we adopt. Our ETP system is fully described in Sect. I\However, an encrypted message can never be opened unless
Sect. V defines the security properties and shows their g¢hey have the right key. We assume that location tuples are
forcement by our system. We conclude our paper in Sect. Wansmitted to toll servers anonymouskssSumption B This
with some discussions and ideas for future work. can be achieved by the architecture in [9], for instance,
which uses a communication service provider to separate
authentication from data collectidriThe authority is supposed
A. Principals to be curious but not to collude with any other participants,
The system consists of four principalsers their carswith meaning that it tries to peek users’ privacy only based on the
on board units @BUS, the authority andthe toll server(see data learnt during the execution of the protocols it is ikeal
Fig. 1). in (Assumption %
Users own and drive cars, and are also responsible for tolllt has been shown that users’ moving traces can be re-
payments. To be entitled to use the electronic tolling sexvi constructed from anonymised positions, e.g., by multig¢ar
a user brings his car to the authority, which registers thre daacking techniques [10] or taking into account users’ ritybi
and installs an OBU on it. The authority is a governmentg@rofiles [11], and users’ private information can thus be
department trusted by both users and the toll server. It aisderred [12]. However, we observed from experiments in
builds up the group signature scheme and manages groupghef literature that tracking users remains difficult in pice
users. An OBU computes locations using GNSS, e.g., GRSpecially when the intervals between transmissions aye bi
(Global Positioning System), and stores them, for exampl@pbout one minute) and the number of traveling users is not
in a USB stick or a TPM, which interfaces the OBU angmall. Therefore, similar to VPriv, in this paper, we focus o
contains security information. It transmits location datdhe privacy leakage from ETP systems without considering the
toll server, which is a logical organisation that can be ruabove mentioned techniques and attadkssgmption b
by multiple agents in practice. The server collects locati . Security Properties
data and computes the fee of each location record. It can also

contact the authority to resolve disputes when some useatch " addition to reducing communication and computation
on their tolls. overheads, our system should employ proper measures to pro-

tect honest users and servers. Referring to what othersgste
Authority achieve (e.g., [1], [4], [5]), we address the following seiyu
GNSS Satellites manage properties, their formal definitions are given in Sect. V. :

Il. SYSTEM MODEL

issue
\ Correctness.Clients pay their road usage and the server

gaBrL; = Users collects right amount of tolls.

Accountability. If a malicious action that deviates from the
transmit location data charge specification of the system occurs, sufficient evidence @n b

Server gathered to identify its originator.

Unlinkability. An intruder cannot link a given location record

Fig. 1. The relationship among the principals. .
9 P g P P to its generator.

I1l. CRYPTOGRAPHICPRIMITIVES

B. Adversary model G Signature Sch G ionat [13] ide th

i _ roup Signature SchemesGroup signatures provide the
¢ Wlthtrr]egards 'i;)l tht(:] de;t)loyment envwfonmfanlt of ET_P ISytET ners anonymity among a group of users. A group signature
ems, the possible threats can come from: 1) manipu aletheme consists of group members and a group manager. The

OBUS, V\;hICh g(ta_nﬁrate fgclise lo.cat'?r? _recorgs; 2) d_'sgogﬁﬁgk of the group manager is to organise the group, set up the
users, who (partially) avoid paying their road usage, ) d roup signature infrastructure and reveal signers if neéede
honest toll servers, who intend to increase their revenue e signature of a message, signed by a group member, can
breach users’ privacy; 4) the honest but curious authority. be verified by others based on the group public key while the
C. Assumptions identity of the signer remains secret.

Considering the practice of ETP systems, we make a generaﬁerUp signature schemes contain at least the foIIow_ing five
assumption that users of such systems tend to pay less th@Ct'or?sf ,$_TUP’ JOIN, SIGN, VE,R'FY and CPEN. Function ,
and the server wants no economic logsgumption )L For SETUP initialises the group public key, the group manager’s

instance, in our system dishonest servers can perform aﬁ%’:ret key and other related data. The procedora allows

a.CtiQnS to satisfy the.ir strong economic motivation and 9“‘1Thus identification based on message transmission is out afdibge of
riosity . They can deviate from the protocols and colludehwitour paper.



new members to join the group. Group members call function IV. THEETP SYSTEM
SIGN to generate a group signature based on their secret keys. )
The VERIFY function makes use of the group public key™ Overview

to check if a given signature is signed by a group member.our system is organised into four phases. The first phase
Function O°EN determines the signer of a signature based @§ about the service subscription and set-up. A user first
the group manager’s secret key. signs a contract with a toll server in order to get access

We take group signature schemes as an essential buildﬁﬂgthe toll service, and establishes a security commuioicati

block of our system because they have the following propéi@nnel with the server. Afterwards, when users contact the
ties, which effectively meet our security goals. authority to join a group, the authority assigns them to geou
according to a group division policy (see Sect. VI). Cliénts

rivate keys for group signatures are also establishedgluri
he communication with the authority. At the end of this phas
the server is informed of the groups containing its users and

« CORRECTNESSSIignatures produced by a group memb
using SGN must be accepted byBRIFY.

o UNFORGEABILITY Only group members can sign mesy, di blic k
sages on behalf of the group. © corresponding group public KEys.

o« ANONYMITY Given a valid signature of some message The. ;econd phase is about _collecti_ng Iocation data. pur—
ing driving, OBUs compute their locations and time, which
but the group manager. Fogethgr with the group name forhacation tuples QBUs
o UNLINKABILITY Deciding whether two different valid p_erlodlcally send location tuples and the correspondlmxygr
signatures were computed by the same group membesgna_ttures_ on the hash values of the location tuples_ (cglled
unfeasible. focation signaturel to the server, who stores them in its

. location database. In order to increase entropy of the hash
o EXcULPABILITY Neither a group member nor the group

. values, a random number is generated and added in every
manager can sign on behalf of other group members. location tuple.
* zs;c?\zhgzigzg?ug%%% Ezzz%etrhles aagtWUZ}/ssig:é?. 0 The third. phase is about calculating tolls. At thg end of
. COALITION-RESISTANCE A colluding subset of group a toll session, each user contacts the server using a user
members cannot generate a valid signature that the gro'U er_face ‘hf"“gh _browsers (not OBUS). Accordmg to the
manager cannot link to one of them. public chargmg policy, a user calculates the fees o_f hiatioa
tuples and his toll payment subsequently by adding them up.
] ) The server then collects all users’ payments.
There are some other properties we desire as well, €.9., €fpq f,rth phase is about resolving a dispute. This phase

ficiency and dynamic group management: Efficiency concemg g placenlywhen the sum of users’ paymeiiitsa groupis
the length of signatures and computation time of each fancti not equal to the sum of all location tuples’ fees. The autjori

which determines the feasibility of our system. Dynamiougro is involved to determine misbehaving participants. Theveser

managgment enables users to join or qui_t t.heir current grou s all location signatures and location tuples witlr tieeis
at any time when they are new or not satisfied (€.9., see [14]).the authority. When location signatures are opened, fch ea

In the last decade, efficient group signature schemes witier, the authority calculates the fees belonging to hitioc
new fancy features have been developed, e.g., group mesdages, whose sum is compared to the committed payment of
authentication [15] and group signcryption [16]. Some dhe user. An inequality indicates misbehaviour from eitiher
the schemes may improve the security of our system. FRgrver or the user. The authority then contacts the userkto as
instance, an efficient group signcryption scheme can ptevé@r proofs. Based on the received proofs, the authority can
attackers from eavesdropping users’ location signatuves ofind out who originated the mistake and decide the type of
the network. In the description of our system, we will makéhe misbehaviour. If the user has cheated, he has to pay their
use of an abstract version of group signature schemes as dApaid tolls to the server (possibly with an additional firé)
group signature scheme with the required security prageertthe server has misbehaved, it will be punished by the auhori
can be adopted. as well.

Public Key Cryptog_raphic F?rimitive_s. We ad(_)pt a pyblic B. Notations

key cryptosystem with classic security properties for aapl ) _ ) )

tions of confidentiality and digital signatures. Furthermave ~ Tab. | summarises the important notations. \Witl$, and A
assume that the public key encryption is probabilistic idepr We indicate a user, the server, and the authority, resgégtiv

to prevent possible off-line dictionary attacks. With f(¢,t) we indicate the fee to be paid when passing
location ¢ at timet, while cost, is the amount of fees that

Cryptographic Hash Function. In the system, we also usecommitted to pay after the toll sessiefil. We useSig,.(m) to
cryptographic hash functions, which are publicly known andenote the signature on messagesigned byc, andGs.(m)
satisfy the minimum security requirements — preimage fesidenotes the group signature ofon messagen. For other
tance, second preimage resistance and collision reséstanc cryptographic primitives, we use standard notations.



TABLE |

NOTATIONS. random number. A message from usea member of grougl,
is denoted by((¢,t,r,G), Gs.(h(¢,t,7)). After receiving this
f(£,t) || The fee of passing positiohat time ¢ message, the server verifi€ss.(h(4,t,7)) using the group
cost. || The committed toll payment of user blic k L If lid. th ived . d
toll. || The amount of tolls of usar computed based on the ~PUDIIC K&Y gp (g) valid, the received message Is stored.
fees the server calculates The hash function and random numbers added are used to keep
Re || The set of location tuples of user location tuples secret from the curious authority (see ®ds

R || The set of dispute solutions . . )
L || The set of location tuples that the server has collected Phase 3: Toll Calculation. This protocol aims to reach an

. sid || The identifier of the toll session o agreement on toll payments between the server and its users.
Sigx (m) Signature of message generated by a principaX

Gse(m) || Group signature of message generated by a group  With R denoting the locations which has travelled and are
memberc stored on the USB stick, we depict the protocol in Fig. 3.
gpk(G) || The group public key of grougy
Pi%X ; The public key of a P”T‘CiPa;’(X PE(S), sk(0), R pk(c), sk(S)
sk(X e private key of a princip - S
h(m) || Thehashvalue of message: 5]
Encyi(x)y(m) || The messagen encrypted with X's public key Compute
pk(X) cost, = Z<th»r>€R(‘ fe,t)
Encyps)(coste, Sige(cost., sid))
C. Protocol Specifications Bncyu(e)(Sigs(cost., sid, ¢))
Here we specify the four protocols that implement the

phases of our system, namel$et-up Driving, Toll Calcu-
lation, and Dispute SolvingIn the following discussion, we Fig. 3. TheToll Calculation protocol.
fix a groupG of users.

Phase 1: Set-upThis protocol accomplishes two tasks. The The user starts with calculating his toll paymentst. in
first is to establish the public key infrastructure betwelea t toll sessionsid. For each(/,¢,r) in R., the user computes
users, the server and the authority. The second task is toitefee f(/,t) according to the server’s public charging policy
up the group infrastructure. and obtainscost. by adding all tuple fees up. Then the user
We make use of two secrets to achieve the security g&&nds to the server his signaturent. and session identifier
of this phase -pin codesandserial numbersThe former are sid, wWhich indicates that users toll payment in toll session
generated by the server for users to prove their legal atoessid is cost.. After receivingc's message, the server verifies
the toll service, while a serial number is issued with eactyOBthe signature before sending back its signaturecsntoll
as a secret between the authority and a user. We take: aser Payment. In addition to prove the acceptance of the user’s
an example. Lepin be his pin code anen the serial number. payment, the server's signature also works as proof of the
The Set-up protocol is depicted in Fig. 2. Upon receiving tHéser's accomplishment of the toll calculation phase.
user’s public key, the server checks signature orpin. If Phase 4: Dispute Resolvingn this protocol, with the help of
valid, the server replies with its signature on the key, Whiahe authority, the server finds cheating users and the anodunt
the user sends to the authority subsequently when joiningofls unpaid. The server initiates dispute resolving onlyew,
group. A replay attack om’s message to the authority is notwith respect to a group, the sum of committed payments is
feasible, as the same group would be returned if the samgt equal to the sum of fees of all location tuples. In pragtic
request message arrives again. Fig. 2 does not include #eusers tend to pay less, the server asks for dispute fiesolut
last step where the server learns from the authority itssusepnly when it has collected less tolls. Let be the set of
groups and the group public keys, since such information ciytation tuples of groug, then the condition can be formally

be made public. described as
sk(S), pin pk(A), pk(S). sk(c), pin, sn pk(S), sk(A), sn Z COStc < Z f(g’ t)
g PR(), Encyi(s) (e, Sige(pin)) Le ] L4 ceg L,t,r)eL
Bncp{ S0 ph(ch ) A dispute resolution involves the authority, who can link
[nonce m | a location signature to its signer. At the beginning of the

Encyia)(Sigs(pk(c), ¢), pk(c), ¢, sn. S, m)
Encpie) (9pk(G). G, m)

dispute resolution, the server constructs two setand 7.

_ Set S consists of the hash values of location tuples, the
L L eemewlonenmnatr > corresponding fees, and the location signatures that tiverse
has received in Phase 2:

S ={(n(t,t,r),f(;1), Gs (h(L;t,r))) [ V(€ t,r) € L, Ve € G}

Phase 2: Driving. The driving protocol specifies how Usersy ¢qnsists of the users’ committed toll payments in Phase 3:
periodically transmit location tuples and location sigmas

to the server. Let?,t,r,G) be a location tuple where is a T = {{c, cost,, Sig.(cost., sid)) | Ve € G}

Fig. 2. TheSet-upprotocol.



Subsequently, the server constructs a message consigtingolts indicated byres. For the sake of simplicity, we omit the
S, T and Sigg(S, sid), and sends it to the authority. Uponcryptographic details in Fig. 4.

receiving the message, the authority starts to computes’user

tolls based onS and find the inconsistency with users’ Ph(4), sk(c) P, L) gph(E)
committed toll payments. This process is described as Famct

SvrDisRes shown in Alg. 1. We usehecksign(sign, m, pk) Mutual a“;he"ticam"

to check if thesign is a signature ofn using pk and group :
signature functions ¥RIFY and QPEN work as described in [ compute

Sect. lll. The check on sef (line 4-7) and verification of fj/;itf@}jgg3<"’<‘Ft»"><-f'66‘9*"7“/">esc
the signature o (line 8-9) and location signatures (line 11-

12) exclude the possibility of modifying users’ toll paynten RY Sig (RL. sid)

by the malicious server. Each user’s toll paymentSir(i.e.,

toll.) is computed in lines 16-17. When it is not larger than ro = UsrDisRes(R), 1es, S.)
the user's committed one (i.ecpst.), the user has paid the Sig 4 (1, sid), . \
amount of tolls that the server asks for. In other words, the — e

user's committed cost has covered all his location tupleS.in
Otherwise, the server or the user (or both) is cheating {IB)e
For instance, the server may increase the fees of somedacati The user finds the set of location tuplgs € R, with larger

. P . C
tuples or add fake location tuples & while some users are fees inS., and sends it back to the authority. The authority

also po§5|ble to have comm|tt'ed smgller payments. Fpr ¥Men determines how many tolls the related users still need t
userc with foll. > cost., there is a pa".(c’ toll, — cost.) n pay by functionUsrDisRes, which is shown in Alg. 2. First,
the resultres. _Moreover, all corresponding tuples of usgein the authority checks the integrity &/, by verifying the user's

S are stored in sef.. signature (line 4-5). Then for each location tupler, ¢t) € R.,

the authority finds the tupléiashLoc, fee, gsign) € S. where
hashLoc = h(¢,t,r), and accumulates the extra fee added by
the server, i.e.fee — f(¢,t) (line 6-9). The resulty is the

Fig. 4. TheUser Dispute Resolvingrotocol.

Algorithm 1 Function SvrDisRes
1 Input: S, T, signS

2: thP:lJté_ress — 0 toll. =0 amount _of tolls that the server has added-'toreal tollg. By
4j for éll (; COS; 52.97;) cT ao ’ subtracting the user’s c_omm|tted paymgmﬁc,.we obtaln.the
) if hec}m n’(si n, (cost, sid), pk(c)) = false then rest of tolls the user still needs to pay, i.e.,(line 10) which
zj e retﬁrn ‘ghéck 0f77— failgd’ . is calleddispute resolutiorin the following discussion.

; enznf%:f Algorithm 2 Function UsrDisRes

9: if checksign(sign$, (S, sid), pk(S)) = false then 1 Input: Ry, signRe, Se

10: return ‘check of integrity ofS failed’ ; 2: Output: 7,

11: end if 30:=0; .

12: for all (hashLoc, feeLoc, gsign) € S do 4: if checksign(signRc, (RL, szd)_7 pk(c)) = false then

13:  if VERIFY(gsign, hashLoc) = false then 5: _return "check of R, failed’;

14: return ‘Faked location signatures’ ; 6: end if

15  else 7. for all (¢,¢,7) € R, do

16: ¢ :=OPEN(gsign) ; 8: if I(h(l,r 1), fee, gsign) € S, then

17: toll. := toll. + feeLoc; o _ 0c = 0c + (fee — f(4,1));

18: 8. := 8. U {(hashLoc, feeLoc, gsign)}; 10:  end if

190  end if 11: end for

20: end for 12: r. = (c, toll. — cost. — 6.);

21: for all toll. > cost. do 13: return 7.

22: res = res U {(c, toll, — cost.)};

23: end for For each user, r. = (¢,0) indicates that the server has

24: return res misbehaved and the user is innocent while= (c, toll, —

cost.) means the server is honest and the user paid less. If
After getting res, the authority needs to verify its correct-toll.— cost.—0. < 0, the user has paid what the server asks for
ness. In other words, the related users should try to prasie th(i.e., all his location tuples i5). Otherwise, both the user and
innocence. The authority sends a private message to ask ghehserver have misbehaved. At last, the authority corstauc
user appearing ines to initiate the dispute solving protocol (insetR = {(¢,v) | v = toll. — cost. — 6. A v > 0}, consisting
Fig. 4) with it. A deadline for dispute solving is also incedl of all misbehaved users’ dispute resolution and sends i bac
Any user who misses the deadline has to pay the rest of histhe server. With the authority’s signature &) the server



proves the authenticity of the resolution to users, whiagbde B. Accountability
them to pay their unpaid tolls. Note that after resolving th
aythonty only learns the location tuples W'th manipulaiees behaviour, our system can identify which principal has mis-
given by the server and the number of location records of eaghnaved

user in that particular group. If the misbehaved server WEre| .+ 13 be the set of all potential misbehaviours from the

captured, the authority might enforce a punishment policy a_ttackers in our system. So relatioh = B x U represents

make this mfor.matlon pUbI.'C' The sefver.then has to undertaa” possible attacks and the corresponding attackers. tn ou
some economic loss and its reputation is thus damaged.

. system{{ = CU{S, A}. Let attacker : A — U be the function
After executing our protocol, the server collects no ledls to mapping an attack to the attacker, e.giacker((8,c)) = c.

than it asks for. This is why a server who wants no 10Ss @l 7 pe the set of evidences during the run of our system
tolls should not throw away any location tuplesdnwhich is andP(E) the power set of. Thus,accountabilityis defined
is the set of locations that the server has collected in the < follows:

session. Otherwise, the user whose location tuple(s) & (ar
omitted, may pay less by committing a cost larger than wheefinition 2 (Accountability) Let A" C A be the attacks
the server asks for but smaller than what he should pay. that actually happen during the execution of our system in a

, o ) toll session. For anyn € A’, our system is able to provide
Theorem 1. Let S’ be the set containing location tuples senf ¢at of evidence®’ ¢ P(E) and there exists a function

by the server to the authority during dispute resolutiorthi find : P(E) x A — U such thatfind(E’, a) = attacker(a).
server wants no loss of users’ tolls, then for @l ¢,r) € £ ’

there exists(h(¢,t,7), fee, Gs.(h({,t,7))) € S'. At steps where attackers may misbehave, our system pro-

vides sufficient evidence to find the originators. For ins&n

when the server did not send a user’s toll payment to the

authority on purpose, the server’s signature on the user's
In this section we define precisely what we mean by copdyment could be taken as the evidence to prove the server's

rectness, accountability and unlinkability, and brieflgaliss Misbehaviour.

how our system satisfies each of them. The full proof of our Despite the fact that our system assures accountability, re

punishment policy to discourage misbehaviours. This im tur

also improves the efficiency and performance of our system.
For instance, by punishing cheating users, the frequency of
Correctness means that the server can collect the rigligpute resolving can actually be ensured to be very small in
amount of tolls and all users pay their tolls exactly. Retradt practice.
there are two underlying assumptions according to prdctica
toll scenarios. One is that a user has no intention to pay mdse Unlinkability
than his actual tolls while the other is that the server wantsyn|inkability holds when, from the information learned
no loss of users’ tolls. For our system, this means that thgm the execution of our system, the attacker cannot decide
server never throws away location tuples and decreases fe@Sether a user has travelled on any location. In order to
and users never commit larger payments. enforce this property, we should consider the following two
Let cost. be the real amount of tolls that useshould pay aspects.
andpay, be the amount of tolls that usemctually pays to the  First, from all messages learned after the execution of our
server after Phase 4 of our system. kettg = 3 . cost. be system, the attacker cannot link any location to its origina
the real amount of tolls from all users apdly; = > .. pay. For users, the properties of group signature schemes, i.e.,
the amount of tolls that the server actually collects from thAnonymITY and WNLINKABILITY guarantee this property
group G after Phase 4 of our system. With Theorem 1, thgith regards to the malicious server. With regards to the
property of correctness can be defined as follows: honest but curious authority, who does not collude with othe
gttackers,conditional unlinkabilityis satisfied. If the server
es not manipulate the feesdh the authority learns nothing
about the owner of any location but the number of each
user’s location tuples. This is due to the properties of the
hash function and the randomness of location tuples (random
In our system, whenever a user has paid less, the sermambers added). Whereas, if the server cheats on the fees
initiates the dispute resolving protocol with the authoritho of some tuples, then the affected users have to reveal those
would give the correct toll of that user. Meanwhile, becaudecation tuples. This allows the authority to learn theimeans
of the properties of group signatures, e.gNHORGEABILITY as a result. As the choice of the revealed locations cannot be
and EXCULPABILITY, the server is unable to charge moreontrolled by the authority, our system enforces condiion
locations than the ones users submitted. unlinkability.

Accountability means that upon detection of malicious

V. SECURITY PROPERTIES& A NALYSIS

A. Correctness

Definition 1 (Correctness)Suppose the server wants no los
of users’ tolls and users have no intention to pay more th
their tolls, then for anyc € G it holds that pay,. = cost.),
and for the server it holds thapgy; = costg).



Second, the communication process of the system ddes considered as well, e.g., driving periods, car modets, et
not leak any information about linkability, meaning thaethThe information needed to group people is collected by the
attacker cannot break unlinkability by analysing diffexes authority at the moment of registration. The provision aftsu
between executions of the system. To define unlinkability afmnformation is not compulsory but users are encourageckif th
check its satisfaction w.r.t. this situation, we make use desire a better privacy protection.
formal verification (see Appendix A). Dynamic group management, which enable users to change

We now give the main theorem addressing that our gtpeir group memberships, is also necessary. For instasees u

system satisfies the defined properties. The full proof of tHOVe to another city or they are not satisfied with their aurre
theorem is given in Appendix A. group. To find the optimal group size which can protect users’

o anonymity is part of our future work. Note that if a user has
Theorem 2. Our ETP system satisfies correctness, accounbined in multiple groups, the similarity between his triave

ability and unlinkability. records of these groups would decrease his anonymity.
We also verified secrecy and authentication, whose resul@mper resistant devices vs. spot check#n order to ensure
are given in Appendix B. OBUs are not manipulated by users, e.g., to transmit false
locations, we have to consider possible solutions. One way
VI. DISCUSSION& CONCLUSION is to utilise devices that are tamper resistant. Howevesrsus

In this paper, we have proposed a simple design for ET@n always turn off the device. Therefore, as discussed in
systems which preserves users’ anonymity within group%Priv and PrETP, we can use sporadic random spot checks
The main goal of our system is to balance users’ privadpat observe some physical locations of users. A physical
with communication and computation overhead: a large gro@gservation of a spot check includes location, time and the
means better privacy for users, while this gives rise to mofar’s plate number. Let/, ¢, pn) be an observation of cam
overhead when running the system. With the help of groyhose owner is uset € G. Then there should be at least
signature schemes, our system is proved to guarantee &orr@g€ location record(’, ") of groupG such that| ¢, ¢’ [< €/2

ness, accountability and unlinkability. To be complete,stit  and| £, ¢' [< - | ¢,#' | wheree is the interval between two
have the f0||owing issues to address. transmissions anﬁ is the maximum Speed of vehicles. If there

are no such location tuples, then the server can determate th

Comparison with VPriv. As mentioned in Sect. |, our sys- : .
P Y userc has misbehaved. Otherwise, the server could send the

tem resembles VPriv [4] that the server collects location . . ; .
However, VPriv imposes a relatively high overhead to use}léples with nearby locations to the authority to check ifréhe

and the server. Compared with VPriv, in our system, tHa °ne belonging ta. According to [4], a small number of

communication overhead between users and the s;erversl?.%)t checks with a high penalty would suffice.

reduced. Our system does not require the server to provide ftiture work. In future, we plan to develop a prototype
set of location tuples with fees to users during toll caltata Of our system and conduct experiments to evaluate different
which is usually large even for groups of small size. Secon@oup management policies and to compare the efficiency of
we apply the principle of separation of duties in our systerur system with PrETP and VPriv. A recently proposed ETP
namely the authority takes the responsibility to find mishb&ystem Milo [7] provides techniques based on blind identity
haved users or server. Hence, the server and users areeteleBdsed encryption to strengthen spot checks in PrETP [3] to
from a heavy computation overhead by avoiding running zerBrotect against large-scale driver collusion. It is instirey to
knowledge proof protocols as in VPriv. Resolving disputeiee how to adopt these techniques into our system. Nowadays,
needs to open all location signatures, which is time consgmiautomatic fare collection systems are increasingly used in
for the authority. However, with punishment policies and thpublic transport, which give user similar concerns on their
accountabi”ty property of our System, the authority cameha privacy. It is also interesting to see whether we can extbrd t

a very low frequency of resolving disputes. Last but nottieaddeas in this paper to develop a new fare collection system.
we consider a malicious server with more power, which is not
passive but can perform active attacks, such as increasesy f
or other attacks to learn users’ whereabout. We thank Flavio Garcia for his comments that helped to

Group management.A good group management policy carimprove the paper.
improve the protection of users’ privacy in our system. In
principle, groups should be chosen to maximise the diffjcult
for the adversary to construct users’ traces. One way t@aehi [1] C. Troncoso, G. Danezis, E. Kosta, and B. Preneel, “P¥IPAPrivacy
this goal is to group people according to ‘similarity’ crite g'genld(% pay-as-you-drive insurance,” Proc. WPES ACM, 2007, pp.
basgd on multi-level hierarchical structure, as proposglid]. 5] 7 wa, F. Kargl, and M. Weber, “Measuring long-term loicat privacy in
For instance, at the root level, we have the group of all users vehicular communication systems&Sbmputer Communicationsol. 33,
in a city. Subgroups at the next level contain those thatllysua __ n°- 12, pp. 1414-1427, 2010. , o

Lin th . At lower levels the subaroups ca[r‘?] W. de Jonge and B. Jacobs, “Privacy-friendly electramatfic pricing
travel in the same region. Wi V ubgroup via commits,” in Proc. FAST ser. LNCS, vol. 5491. Springer, 2008,

include users having a similar driving style. Other factcas pp. 143-161.
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APPENDIX a smaller payment. Together with useés signature oncost,
APPENDIXA: PROOF OFTHEOREM 2 and R/, and Sigg (S, sid), ¢ cannot deny his misbehaviour.

CAsE 2. Assume(fs, ¢) happens. We have the following two

evidences — (i) the server does not have usesignature on
We prove correctness from the following two perspectivesst,; (ii) userc cannot provide the server’s signature @nt,

of users and the server. i.e., Sigg(cost., sid, c).

We start proving that our system enforces that each user paygse 3. Assume(3s, S) happens. In this attack, we have

his real tolls, which isV.cg pay, = cost.. Assume that a at |east one tuple inS with a higher fee. Let it be

user ¢ has committed a smaller payment in Phase 3, i.€x (s, ¢, r), fee, gsign) where fee > f(£,t), and the location

coste < costc. The server would find tha} g coste < (¢ ¢) belongs to user. Whenc receivesS., he identifies the

> t.mec /(4,1) and thus construct and ser®iand 7 to  tuple by comparingh(/,t,r) and adds((, ¢,7) to R.. With

the authority for solving the dispute. Then at least one ef thhe server's signature o and the unforgeability ofsign,

following situation occurs depending on whether the serveife user can prove to the authority that the server originate

misbehaves. the attack.

CAse 1. The server is honest and da&ta7 are correct. Then CASE 4. Assume (34,5) happens. With the proper-

the authority computes the sets by function SvrDisRes ties UNFORGEABILITY, EXCULPABILITY and QOALITION-

which contains an itenfc, toll. — cost.) with toll. = cost.. RESISTANCE of group signature schemes, the server cannot

During the dispute resolving protocol with the authorityet forge any location with a correct group signature from any

user cannot provide any correct location tufdet, r) that has honest user. Therefore, a failure of functioE®Fy (line 11

a corresponding tuple i§. with a larger fee. This is becausein Alg. 1) will indicate the server’s misbehaviour.

A. Correctness



CAse 5. Assume(3s5, S) happens. Suppose the server omit®efinition 3 (Unlinkability). Assume thatj is a group with
userc’s payment, i.e.cost., which has been committed to theat least two users: and ¢’ and assume any two location
server during toll calculation. In this case, the authonguld recordsy and ’. Unlinkability between a location tuple and
execute the user dispute solving protocol with the userc Asts generator holds if
has the server's signature enst. (i.e., Sigs(cost., sid, ¢)),
he can prove to tge authority trfe serv%?’(s omission)z)f his Al Clp) [ 1) = A C{) | C{o)
payment. Def. 3 is formulated against the malicious server. Simjlarl
) . conditional unlinkability against the authority can be deti

C. Unlinkability by replacing the property wittC'(p) | C'(¢/) ~ C(¢) |

For attacks on analysis of messages used during the exe€lsp), where ¢ and ¢’ are not in R.. ProVerif [20] is
tion of the system, we prove that no significant informatioan efficient tool for verifying security properties. It taka
about linkability is learnt by a malicious server and a cusio protocol modelled as a process in the appliedalculus [18]
authority. First, we examine the information that the servas input and checks if the protocol satisfies a given property
can obtain from the system. As observational equivalence can be modelled and verified

CASE 1. The set of location tuples summarisedSnduring by ProVerif, unlinkability is able to be automatically vieeid.

the driving phase. Because of the anonymous channel and ¥ have modelled our system and the unlinkability property,
properties ofANONYMITY and UNFORGEABILITY of group and got positive results from ProVerif. (ProVerif codes are
signatures, the server cannot link any location to its oetpr. @vailable on request.)

CASE 2. The set of users’ comm?t_ted. payments summarised N ApPPENDIXB: VERIFICATION OF SECRECY AND

T. As the attack based on partitioning is not feasible, users’ AUTHENTICATION

payments do not reveal any relationship between users an
their locations.

CAsE 3. The set of dispute resolution summariseddinThe
server only learns the tolls that misbehaved users have R

QNe use ProVerif [20] to formally prove that our system
as a whole does not suffer from attacks on security and
{hentication. The results are listed in Tab. II.

paid. Nothing about specific locations is revealed. TABLE Il
. . . . . VERIFICATION OF AUTHENTICATION AND SECRECY
Second, we examine the information the authority can obtain
CASE 1. The setS and 7. Due to the preimage resistance Protocols ____Authentication Secrecy
L . e Injective non-injective
of hash primitives, the authority cannot learn users’ liocet .

; ] . setupCS — c& S pin
through opening location signatures. SetupCA A c sn
CAsE 2. The setR!, of userc if the server increases the fee of|__Toll Calculation - c&S coste
any location tuple of user. The authority learns the user has__PisPute resolving [| S& A = Se; ResTe

travelled the locations ifR.. but the authority cannot choose

the locations, which instead are determined by the server. We use setupCS to denote the protocol between the server

With the assumption of no collusion between the server afl) and a userd) in the setup phase and setupCA is between

the authority,conditional unlinkabilityis satisfied. a user and the authorityd). We say a term is secret if the
The second type of attacks on unlinkability is througgttacker cannot get it by eavesdropping and sending message

observing the difference between system executions whéfd performing computations [20]. For authentication, we

users’ locations are varied. We start from defining unliriliigb consider two notions, namelyagreementand the slightly

w.r.t. this type of attacks and proceed proving our systenr8§onger notioninjective agreemenf21]. Agreement roughly

security using automatic formal verification. We use preegs guarantees to an agewrt that his communication partnes

to denote participants’ behaviours in protocols. (&tp) be has run the protocol as expected and thaand B agreed on

the process representing useoriginating location record>  all exchanged data values. Injective agreement furtheimes)

and let A be the process of the authority. We uSéy) | A that each run o corresponds to a unique run Bt (ProVerif

to represent the parallel composition of these two prosesseodes are available on request).

which admits all possible communications and interleasing

The intuition behind unlinkability is that if any two users

swap a pair of locations, the adversary cannot observe the

difference. Recall that the attacks on unlinkability exjpig

fees and users’ payments are not feasible in practice. Tfie ‘d

ference’ does not include the changes of users’ paymers aft

swapping locationgObservational equivalencevhich defines

indistinguishability between two processes [18], givesans

effective way to formalise unlinkability in our system. Slan

to [19], we need at least two traveling users. Otherwise, an

intruder can easily link all location tuples to one user.



