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1 Whatis fairness?

Fairness is a broad concept, covering a range of qualifitatsuch as impartiality,
courtesy, equity, sportsmanship, etc. Here, we focus andss in exchanging (elec-
tronic) goods, stipulating that none of the partners cae takundue advantage over the
other. When is an interaction between two or more peoplecédie? Let us proceed
with a few examples which reflect fairness as it is understnade security literature.
Our examples, as the cryptographic tradition goes, areasimsninvolving Alice and
Bob. To learn more about these people see [Gor05].

e Alice and Bob want to divide a piece of cake into two parts, pag for Alice
and one part for Bob. None of them trusts the other one forhipose. Alice
gets to cut the cake into two pieces, and Bob gets to choosshyglart he wants.
Itis in Alice’s interest to maximize the smallest piece df tiwo. This is because
a rational Bob would choose the bigger piece, leaving Alidéhwthe smaller
piece. Alice, being a rational person too, prefers to cutties into halves.

e Alice takes a taxi. She, however, does not want to pay theedBob before
he takes her to her destination. Bob, not trusting Alice,sdo& want to take



Alice to her destination before she pays. The fee is 100 Eukbise rips a 100
Euro bill into halves, and gives a half to Bob. To receive ttieeohalf, it is now
in Bob’s interest to take Alice to her destination. Alicewever, has already
“spent” her 100 Euros, and does not benefit from not givingdtier half to
Bob, once Bob takes her to her destination.

Do these scenarios describe fair interactions? We willyaeathem more carefully
in the following. In the cut and choose scenario, indeedetli®an assumption that
neither Alice nor Bob would take the whole cake and simply away. Under this
assumption, cut and choose is fair, in the sense that AlideBab will both be content
with the result. None of them has any reason to envy the otera. [BPWO07].

In the taxi driver scenario, clearly Bob should take Alicentr destination to get
paid. Bob, however, knows that Alice has no interest in ngtimgahim. She has
already ripped up her 100 Euro bill, and can as well give tiemnhalf to Bob, once
she is at her destinatioh.Here, Bob relying on the assumption that Alice is rational
would take Alice to her destination. Similarly, Alice undbe assumption that Bob is
rational would rip up the 100 Euro bill. Remark that both frteed to assume that
their opponent is rational in this scenario. Indeed, a nmli Alice could harm Bob
by not paying him the other half, and a malicious Bob couldrhAtice by not taking
her to her destination after she has ripped the bill.

Note that no such rationality assumption is needed to erfiaurress in the cut and
choose scenario. If Alice cuts the cake unfairly, it is onljcA who is in a disadvan-
tage. In other words, both Alice and Bob are guaranteed taiprwith at least half of
the cake, without any assumptions on the rationality of themparty; Alice however
must play rational to ensure that she gets at least a half.

These examples show that fairness is indeed a subtle issube Following, we
abstract away various non-technical aspects of fairnessfarus on fairness in elec-
tronic exchanges.

2 Fairness in electronic exchanges

At a high level of abstraction, an action, such as signingrdrect, may be considered
as a single event even though it is made up of a number of memsegitary actions. We
say that the execution of such a composed actiatamicif either all of its sub-actions
are executed, or none at all.

Applying this terminology to electronic exchanges, we ustind fairness as the
basic property of atomicity, meaning that all parties imeal in the interaction receive
a desired item in exchange for their own, or none of them doesTke exchange of
items is often governed by a set of rules, stating which stepgaken in which order
and by whom. Such a set of rules is referred to gwadocol Fairness here is thus
a property of the means of the exchange, e.g. a protocokr#tlan the exchanged
material per se.

The difference between electronic exchange and convetttmmmerce and barter
essentially lies in enforceable laws. If Alice pays for agarot to Bob and Bob fails to
deliver the product (as stated in their contract), theneian resort to litigation, which
is enforceable by law. In electronic commerce, howevegditon is often not viable.
This is because laws to evaluate and judge based on electtoaiments are mostly
inadequate, the exchange partners may be subject to diffiergs (e.g. they may live



in different countries) and, more importantly, the accaiie real world party behind
an electronic agent may not be traceable, cf. [San97].

The current practice of electronic commerce, thereforayiherelies on trusted
third parties. Most vendors on Internet, for instance, rdffde beyond browsing their
catalogues, while contract signing and payment often ga eiadit card company. The
trust in these sites is largely built upon the trust userglirathe credit card companies,
which keep records and provide compensation in case of frlaaidness in electronic
commerce in fact turns out to be unachievable if there is Bsymed trust among the
involved parties [EY80]; see Section 3.2. We thus focus @neachange protocols
which rely on trustees.

When there is a mediator who is trusted by all the exchangeeartthere is a
canonical solution to fair exchange. The items subject harge can be sent to
the trusted entity and then he would distribute them if &l items arrive in time. If
some items do not arrive in time, the mediator would simplgraton the exchange.
Figure 1 shows such an exchange. In the first phdssendsi 4 to the mediatorl’
and B sendsig to T. Hereiy andig are the items subject to exchange. In the next
phase sendsip to A andi4 to B. This mechanism is inefficient, as it involves the
mediator in every exchange, and therefore does not scale ¢ involvement of
the trusted party can in fact be reduced to the point that hédueeed to take actions
only when something goes amiss in the exchange (e.g. an iesrbt arrive in time).
Such protocols are preferred when most exchange partreloaest and, thus, failed
exchanges are infrequent; hence these protocols are ogiiedisticprotocols.
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Figure 1: Exchange using a trusted mediator

2.1 Fair exchange flavors

Various flavors of the fair exchange (FE) problem exist inlitezature, e.g. fair con-
tract signing (CS), fair payment (FP), fair certified em&EM), and fair exchange of
secrets (ES). Below, we introduce these FE variants via phesn

e Fair contract signing (CS): Alice and Bob have agreed on @rachand would
like to sign it electronically? Alice gives her signature on the contract to Bob
only if she receives the contract signed by Bob. SimilarlghbBigns the contract
and passes it to Alice, only if he receives Alice’s signatureshort, they want
to simultaneously exchange their signatures.

e Fair payment (FP): Alice sees Bob’s electronic book on theriret and wants
to buy it, but she does not want to send her digital coins to IBfore receiving
the book and making sure that it is indeed what he has ade@rt&imilarly, Bob
does not want to send his electronic book to Alice beforeiveagAlice’s coins
and making sure that they are genuine. They want to simultestg exchange
their digital items.



¢ Fair certified email (CEM): Alice wants to send an email to Bobxchange for a
receipt. The receipt is a proof that shows Bob has receiveditimail. Therefore,
the receipt must uniquely identify the content of the endlb is in turn willing
to send back the receipt to Alice only if he actually receikbise’s email. Notice
that in this case, Alice and Bob do not aim at simultaneou$@xge. This is
because of the inherent asymmetry of the problem, namelyetteipt depends
on the content of the email.

e Fair exchange of secrets (ES): Alice and Bob each possessget feat is not
known to the other one. Alice and Bob would like to exchanggirtbecrets, but
neither of them wants to reveal their secret unilaterallgteNthat this exchange
is meaningful only if Alice and Bob can recognize the expéaecrets. That is,
they can verify that a received data is indeed the other gagégret. Otherwise,
any protocol that distributes random bits would be accdetaince Alice would
think that the junk is actually Bob’s secret, and similady Bob.

Although these problems are similar and we refer to thenectillely as FE, there
are subtle differences between them. For instance, CEM &ar€different in simul-
taneity, and CEM is different from ES in that the receipt ofeamnail is not precisely
defined in CEM, and can thus be different from one protocohimtlzer (as it happens
to be in practice), while ES is to exchange the secrets thgesselt is also notable
that in ES the participants are assumed to be able to re@tmezother party’s secret.
This is a trivial precondition when it comes to CS, becaugaatures are the subject
of exchange, and digital signatures always have a veriicatigorithm associated to
them.

Yet another class of FE protocols consists of the non-regtiadi protocols (NR).
Their aim is to exchange evidences in a fair manner, meamiaigAlice receives an
evidence of receipt iff Bob receives an evidence of origimarertain document. An
evidence of receipt can for instance be formed by Bob sigaidgcument that he has
received from Alice, and an evidence of of origin can be fairbg Alice signing the
document she sends to Bob. The participants are furtheireetio be accountable for
(i.e. they cannot deny) the promises they utter in the coof¢be exchange. We do
not distinguish NR and CEM protocols in this document, sithese are conceptually
very similar. The challenge in NR protocols is to exchange ¢kidences in a fair
way, otherwise, non-repudiation of the evidences can bieaeth using standard digital
signatures, cf. [ZG97D].

We remark that in fair contract signinggrminationis a challenging problem in
practice. For instance consider the following scenario oAtact to sell a property
for some amount of money/ has a meaning only if it is seen by an authority, e.g. the
city hall, to transfer the ownership of the property to thgdu In this situation, the
seller can sign the following statement and send it to theebuy

The seller declares that if the buyer signs this letter, thenbuyer will
own the property”, and the buyer thereby promises to trangfedollars
to the account of the seller.

Now, the buyer cannot have the propeRywithout pledging to payl/ dollars to the
seller; this exchange is thus fair.

The above solution for fairness, however, leaves the siller disadvantageous
position regarding the termination of the exchange. Najrély buyer can sign the
statement whenever he wishes. Meanwhile, the seller isvtheroof the property only



in a weak sense. The seller cannot sell the property to amgisegand does not know
when the property is not his anymore. Nevertheless, therskflows that if some
day the property is owned by the buyer, the seller is eligiblthe amount of money
mentioned in the statement. This example motivatesithelinessequirement for fair
exchange protocols, as described below.

2.2 Fair exchange requirements

In the literature, there is no consensus on what FE protqaoléts variants) have
to provide. Nevertheless, most authors seem to includeuiations of fairness and
timeliness similar to the ones proposed by [As098]. Below,imformally describe
these goals for two parties, namddand B:

e Fairnessstates that ifd terminates the protocol in a state whetdasB’s item,
then whenB terminates the protocolB has A’s item, and vice versa. This
property is often referred to asrongfairness, cf. [PVGO03].

e Timelinessstates that any honest participant can terminate the egehamilat-
erally, i.e. without any help from the opponent. Timelingsarantees that none
of the participants can arbitrarily force the other one tdt fea the termination
of the exchange.

Any protocol that achieves these goals is said to solve’FE.

We remark that each variant of FE can have its own specificiregents. For
instance, timeliness is sometimes deemed unnecessaryEll, €.9. see [Mic03].
See [BVV84] for a formal study on the relations among the megoents of the FE
variants mentioned above.

3 Solvability of fair exchange

In this section, we focus on solvability of the FE problemydhiocusing on questions
such as: in which network settings can fair exchange be aethfie How many mali-
cious parties can subvert a fair exchange protocol amoparties? etc. We start with
a general introduction to security protocols, and then iciemghe solvability of FE
in synchronous and asynchronous settings. No trusted/eéstitssumed in studying
solvability in Sections 3.2 and 3.3.

3.1 Security protocols

A distributed system consists of a finite number of partiotpahat interact by some
communication primitives, such as sending and receivingsages, accessing a shared
memory, etc. Below, we assume communications take plaedysthirough sending
and receiving messages over communication channels. éctiolh of communication
channels is called a communication network. We write

A— B:m,

when participantd submits message: to the communication network, with the in-
tention that it should be delivered to participdht A synchronoughannel guarantees
to deliver messages in a timely manner, with a pre-known timend, whileasyn-
chronouschannels deliver messages eventually, but no time bourdgudron them.



Channels may in general lose, duplicate or distort messadidess explicitly stated,
we do not consider such faulty channéls.

A protocol assigns an algorithm to each participant. The algorithmg usa the
communication primitives that are available to the papcits to achieve a certain
common goal. A synchronous protocol assumes that the jpentits execute their
algorithms in lock-step, i.e. there is a common clock atdédo all the participants,
and that the communication channels are synchronous. Asymgus protocols do
however not assume these propertiefalt tolerantprotocol achieves its goal even
if some of the participants are faulty.

Different failure models are used in distributed systenwhtaracterize how a faulty
participant may misbehave. One of the simplest modetsashfailure, in which the
failed participant simply dies, i.e. ceases to act aftedwarln theByzantinefailure
model [LSP82], a faulty participant may deviate from thecgidhm assigned to it in
any fashion, but its view is local and its effects are local, it only sees what is passed
to it by its neighbors, and it can only send messages to igghber participants.

Cryptographicor securityprotocols are fault tolerant protocols which use cryptog-
raphy to attain their goals. In computer security, the Dotee model [DY81, DY83],
denotedD), is usually considered as the hostile environment mddéh this model,
there is one malicious participant (called attacker, aénisaboteur, etc.), comprising
all the outsider and insider corrupted parties, which hagrobover the entire com-
munication network® It intercepts all messages that have been transmitted and ca
store them in its knowledge set. It can also remove or delagsages in favor of others
being communicated. “[It] is a legitimate user of the netkyand thus in particular
can initiate a conversation with other users” [DY83]. Ségyprotocols are typically
designed to protect the interests of the honest particpaat those who faithfully fol-
low the protocol, in presence of tH2) attacker. Honest participants only follow the
protocol, and, in general, are not required to take any stedstect or thwart attacks.
Protocols must thus be designed to guarantee that, if ajpantit follows the rules of
the protocol, then his interests are protected.

TheD) attacker can be seen as a Byzantine participant whichirsgsitt the center
of a star-like network topology. All other participants tafore communicate through
DY, hence the network being of connectivity’INetwork connectivity indeed plays a
role in the possibility of distributed tasks, performed negence of malicious parties,
see [FLM86, Syv97].

3.2 Solvability of fair exchange in synchronous systems

Even and Yacobi [EY80], and independently Rabin [Rab81ii[jistd simple variants of
the FE problem. In [EY80], a notion of mutual signature on asage (the CS prob-
lem) is studied. They informally reason that “if the judimats not active during the
ordinary operation of the system”, then no two-party prot@an achievagreement
where agreement means that when a party can compute thésgrbe other one can
also do so. Their argument goes as: “Assume that, aftswmmunications, [Alice]
has sufficient information for efficient calculation of [theutual signature], but that
this is not true fom — 1 communications. We conclude that [Bob] transmits #tie
communication, and therefore the first time [Bob] has sugfitinformation is aften’
communications, where’ # n. This contradicts [the definition of agreement]”.
Rabin considers the similar problem of simultaneous exgban secrets between
two non-trusting entities Alice and Bob (the ES problem).dgduces that the problem
is unsolvable: “Any [exchange] protocol must have the foAtice gives to Bob some



information I;, Bob gives to AliceJ;, Alice gives to Bobl,, etc. There must exist a
first & such that, say, Bob can determine [Alice’s secret] frm . ., I}, while Alice
still cannot determine [Bob’s secret] fromq, ..., Jr_1. Bob can withholdJ, from
Alice and thus obtain [Alice’s secret] without revealingglown secret]”.

Since these problems are instances of FE, their unsolyabiiplies unsolvabil-
ity of FE in the corresponding models. Both these argumeleirly stress on the
malicious act of withholding the last message. They can Beusummarized as: No
two-party protocol with one Byzantine participant, everthvéynchronous commu-
nication channels, can solve FE. This result naturallyiearover to asynchronous
protocols. We remark that a crucial feature of this modethé ho party igrustedby
other participant(es). A participant is trusted iff it ishpiely known that the participant
is (and remains) non-faulty. DeMilo, Lynch and Merritt faalized the impossibility
arguments mentioned above in [DLM82].

In [BOGW88] and, independently, in [CCD88], the authorsegeneral solvabil-
ity results regarding the secure multi-party computat®MPC) problem, in complete
graph topologies (where every two nodes are connected). CSMfel FE, albeit be-
ing different problems, are tightly related. These resaittstherefore pertinent to our
discussion. In [BOGWS88] it is established that, in a fully nented network of syn-
chronous channels,-party SMPC, and thus FE, is achievable if there are at most
Byzantine participants, with < %. They also prove that there exist SMPC problems
which, witht > 2 Byzantine participants, are unsolvable foparties. The results
of [EY80, Rab81] clearly show that FE is one of these problefee [GL02, Mau06]
for excellent reviews on further developments in SMPC.

We note that the possibility results of [BOGW88, CCD88]rutt imply the solv-
ability of FE in theDY model, simply because the connectivity of the network is 1
in the DY model, while these results are stated in complete grapHdgjes. In fact,
reachingdistributed consensus problem conceptually similar to FE, is impossible if
the network connectivity is less than + 1, with ¢ Byzantine participants [FLM86].
For a formal comparison between FE and distributed conseimsuarious models
see [OTO08].

3.3 Solvability of fair exchange in asynchronous systems

In asynchronous systems, the impossibility result of [FEJRSd its extension [MW87]
imply that multi-party FE is unsolvable when at least onehef participants is subject
to crash failure. For two-party exchanges, this result leenlderived in [PG99] by
reducing the distributed consensus problem to FE. It ishwmréntioning that the im-
possibility results of [EY80, Rab81, DLM82] are based onthalicious act of with-
holding parts of information, whereas [PG99] prove imploiity of FE in the presence
of benign, but not “malicious”, failures, as a result of lasfkknowledge to decide ter-
mination in asynchronous systems. These concern orthbgddfieulties in solving
FE, and none of them directly implies the other one.

Up until now, we focused on the effects of participant fasiras opposed to chan-
nel failures, on solving the FE problem. Below, we consitierdase of lossy channels,
while assuming that participants are all honest (i.e. tiaéfully follow their proto-
col). In distributed computing, the limitations on reaghisgreement in the presence
of lossy channels is usually described usingdbaerals paradoxGra78]: “There are
two generals on campaign. They have an objective (a hill)ttrey want to capture.
If they simultaneously march on the objective they are &sbof success. If only one
marches, he will be annihilated. The generals are encampga@short distance apart,



but due to technical difficulties, they can communicate aridyrunners. These mes-
sengers have a flaw, every time they venture out of camp tlaey Some chance of
getting lost (they are not very smart.) The problem is to fioihe protocol that allows
the generals to march together even though some messeregérstg

Gray informally argues that such a protocol does not exisa{8]. This has later
on been formally proved in, e.g., [YC79, HM84]. The genepaitsblem can be reduced
to two-party FE by noticing that the generals can use a faiherge protocol to agree
on a time for attack. The impossibility result stated abdhes, implies that FE is
unsolvable in the presence of channel failures, when [ijgaiti¢s are honest.

Furthermore in the presence of channel failures, “any paitthat guarantees that
whenever either party attacks the other party wilkntuallyattack, is a protocol in
which necessarily neither party attacks” [HM84]. This feBuplies that, in optimistic
FE protocolsresilientchannels are unavoidable even when all participants areshon
A channels is resilient iff any message inserted into oneoéttie channel is eventually
delivered to the other end.

4 Fair exchange in the Dolev-Yao model

Fair exchange cannot be achieved in the presence @ 3hattacker if there is no trust
in the system (see Section 3). Many fair exchange protobalks assume the presence
of a trusted third party (TTP). The TTP is further assumedatatnnected to protocol
participants through resilient channels. We come backtioisdopic shortly. There are
three general constructions for FE, based on the degree dafitblvement of trusted
third parties. The first group needs no TTPs, e.g. the prtgozb[Blu8l, Rab81,
EGLS85, Cle90, BOGMR90, MR99]. See also [FGY92] for a chragital survey on
these protocols. These are based on gradual release ahation or gradual increase
of privileges and require exchanging many messages to sipmate fair exchange, as
deterministic asynchronous FE with no trusted parties soissible (see Section 3).
The idea behind such gradual release protocols is that a\w#ironly have a minimal
advantage if he decides to cheat.

Protocols of the second group need the TTP’s interventiaath exchange, e.qg.
see [BT94, CTS95, ZG96a, ZG96b, DGLWI6, FR97, AG02]. In ttexditure, these
are sometimes called protocols wititline or on-line TTPs. On-line TTPs, although
being involved in each exchange, act only as a light-weigkdny, as opposed to to in-
line TTPs which directly handle the items subject to excleamd [ZG96c]. The pro-
tocols of the second group have a fixed, usually small, nuroberessage exchanges,
and are thus more appealing in practice. However, the TTRasity become a com-
munication bottleneck or a single target of attacks, asiitislved in each exchange.
Protocols of [Rab83, RS98] can also be listed in the secoodpgas they require the
TTP to be active during each exchange. However, a sligherdiffce is that, intu-
itively, the TTPs in the latter protocols need not “be awarebeing involved in such
exchanges. For instance, the TTP in Rabin’s protocol actstesacon, broadcasting
signals which can be used by others to perform fair exchange.

The third group of FE protocols, known aptimisticprotocols, require the TTP’s
intervention only if failures, accidentally or malicioysbccur, e.g. see [Eve83, ZG97a,
ASW97, Mic97, ASW98a, ASW98b, BDM98, ZDB99, MK01, Mic03, PCSO&R03,
CCTO05, CTMO7]. Therefore, honest parties that are williogekchange their items
can do so without involving any TTP. Optimistic protocole &alled protocols with
off-line TTPs since the TTP need not be active at the time the exchaegean; the



TTP can be contacted in a later time.

4.1 Optimistic fair exchange

We focus on asynchronous two-party optimistic exchangéopads. TheD) model

is assumed for the attacker. The exchange partAessd B are connected vi®)) .
There is a trusted third part¥, which is immune to failures. The TTP is connected
to A and B via resilient channels.

4.1.1 The resilient channel assumption

A channel between two participants is resilient iff any naggsinserted into one end
of the channel is eventually delivered to the other end. Eldience assumption is an
asymptotic restriction, i.e. messages are delivered eaéptbut no bounds are placed
on the order or the time of delivering these messages.

As mentioned after the generals paradox in Section 3.3,dardp achieve timeli-
ness, fair exchange protocols need resilient channelstiily, unilaterally terminat-
ing the exchange by a participant corresponds to marchitigetdill by a general. A
general may safely march to the hill only if he knows the otemeral would do so.
Similarly, a participant may consider the exchange terteithanly if she knows the
other participant would also do so.

In the DY model, however, the communication media are assumed to dber un
complete control of the intruder. TH2)Y intruder can in particular destroy transmitted
messages. For liveness properties, such as timelinesdgtmiiheD) intruder model,
the assumption that the intruder does not disrupt (som@efyammunication channels
must therefore be added.

Resilient channels are not readily available in most pcat8ituations. Available
faulty channels can nonetheless be used to provide resli@s described below. As-
suming resilient channels in security protocol thus hekptowabstract from the under-
lying mechanisms which actually provide resilience.

There are various ways to construct resilient channels fearty ones. Let us as-
sume thatd andB are connected with a faulty chanrelhich may lose, duplicate and
reorder messages. To distinguisfrom a channel that is only temporarily available,
we assume that there is a bound on the number of messages#ratiscard. We say
that a channel if&air lossyiff any message which is inserted to one end of the channel
an infinite number of times is delivered to the other end ofct@nnel an infinite num-
ber of times? If ¢ is a fair lossy channel, which may duplicate and reorder aupes
then retransmission and tagging alléwand B to construct a reliable FIFO channel on
top of ¢, e.g. see Stenning’s protocol [Ste76, Lyn96].

In the DY intruder model, it is assumed that the only possible mear®wimu-
nication betweem and B is D). The DY intruder, however, need not be a fair lossy
medium and can destroy all the messages that are transitittachh it. Therefore,
no reliable channel may be constructed betwdeand B in the D) model. Never-
theless, the assumption tHaY) controlsall communication media betweehand B
is often impractical. For instance, in wireless networkiseq that jamming is only
locally sustainableA and B can always move to an area where they can send and
receive messages. Ultimately, two principals who fail toparly establish a chan-
nel over computer networks can resort to other communicatieans, such as various
postal services. These services, albeit being orders ofituglg slower than computer
networks, are very reliable and well protected by law.
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Figure 2: Generic four message protocol

We thus postulate that anyyand B who are willing to communicate can eventually
establish a (fair lossy) channel, despit@’’s obstructions. To add this postulation to
the DY model, weakenin@)’ to the extent that it behaves as a fair lossy channel is
adequate. This is the essence of the resilient channelmptisu.

4.1.2 The structure of optimistic protocols

We opt for a high level description that underlines the ergeapatterns. Exact mes-
sage contents are abstracted away, and all messages amedssucontain enough
information for protocol participants to distinguish @ifént protocol instantiations,
and different roles in protocols. Detailed specificationhafse issues is orthogonal to
our current purpose.

Optimistic protocols typically consist of three sub-praits: themainor optimistic
sub-protocol, thebort sub-protocol and theecoverysub-protocol. Figure 2 depicts a
generic main sub-protocol betwednand B. The regions in which the other two sub-
protocols are alternative possibilities are numbered)ir-he figure. In the main sub-
protocol, that does not involve the TTP, the agentsiosimitto release their items and
then they actually release them. The items subject to exyghamd commitments are
respectively denoted by, i5 andca(ia), cg(ip). In Figure 2 we haven; = c4(ia),
ms = cp(ip), ms = ia andmy = ip. If no failures occur, the participants exchange
their items successfully using the main sub-protocol.

If an expected message does not arrive in time, or the arnvessage does not
conform to the protocol, then the participant expecting thassage can resort to the
TTP using abort or recovery sub-protocols. These sub-potgéchelp the participant
to reach a fair state and subsequently terminate. Here wadinte the notion ofe-
solve patternswhich is useful in describing optimistic FE protocols. Gmter again
the generic four message protocol shown in Figure 2. A respattern determines
which of the abort and resolve sub-protocols are availablgarticipants when they
are waiting for a message from their opponent in the maingotscol; namely, the
alternative sub-protocols envisaged for points 1, 2, 3 aimdHgure 2.

Four different symbols can be assigned to a point in the veguttern:abort (a),
recovery(r), quit (g), andnone(—). Intuitively, occurrence of the symbal means
that at that point the participant can initiate an abort prdiocol, thereby requesting
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the TTP to abort the exchange protocol. Likewise, occueeafanr means that the
participant can initiate a recovery sub-protocol, thenedmuesting the TTP to help him
recover from a situation in which it has received a commititfieam the other partici-
pant without having received the other participant’s it€scurrence of g means that
in case the expected message does not arrive in time, theipant can safely quit the
exchange without contacting the TTP. Naturally, if no mgsshas been exchanged,
the participant quits the protocol, e §.in Figure 2 quits the exchange if he does not
receive the first message in time. A ‘none’ option) (indicates that the participant
has no alternatives but following the optimistic protochlturns out that ‘none’ op-
tions undermine termination of asynchronous optimistiqF&ocols. This is intuitive
because participants may crash and never send the messagepthonent is waiting
for. When communicating with the TTP (using resolve sub-gxols), however, par-
ticipants know that the message they send to and expectewectom the TTP will
be delivered in a finite time. This is due to resilience of tharmels, and the fact that
the TTP is immune to failures (see TTP assumptions, above).

We use tuples for representing resolve patterns. For iostanresolve pattern for
the protocol of Figure 2 can kg, a, r, r), listing the symbols attached to points 1, 2, 3
and 4, respectively.

The resolve sub-protocols (abort/recovery) involve théTTn order to simplify
the reasoning we assume that the participant sends its geebssory (all messages
sent and received up to now by the participant in the currestigion of the protocol)
to the TTP, and based on these the TTP either returgbart tokenA, or arecovery
tokenR. TokenA often has no intrinsic value; it merely indicates that thePTwill
never send aR token in the context of the current exchange. ToReshould however
help a participant to recover to a fair state. Although itngossible forB alone to
derive the itemi 4 from the commitment 4 (i ») (and similar foriz), it is often assumed
that the TTP can generatg from c4(i4), andip from cp(ip), and thatR contains
i4 andig. In case the TTP cannot do so, usually an affidavit from the iEld@emed
adequate, cfiweak fairnesgPVGO03]. The resilient channels guarantee that, in case of
failures, protocol participants can ultimately consué TrP.

ParticipantA can run the recovery protocol if the opponéhhas committed to ex-
change, butd has not received’s item, and vice versa. A participant aborts (cancels)
the exchange if she does not receive the opponent’'s commiitiméhe exchange.

a,r
r R

R
—=(&) cr)
ar
S}

Figure 3: Abstract Mealy machine of TTP

>|o

The TTP logic matching the resolve pattéma,r, r) for the protocol of Figure 2
is shown in Figure 3. For each exchanged item, the finite giddaly) machine of the
TTP is initially in theundisputedstatesy. If the TTP receives a valid abort request
(from A) while being at statey, then it sends back an abort token, and moves to
aborted statesy. Similarly, if the TTP is in statey, and receives a valid resolve
request (from eithed or B), then it sends bacR, containingi 4 andig, and moves to
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recoveredstatesg. When the TTP is in either afy or sg states, no matter it receives
an abort or a recovery request on this exchange, it contlistaplies with A or R,
respectively?

In statesg, the TTP typically store® (which containg 4 andig). This is because,
if B sends a recovery request, and thesends an abort request, the TTP needs to send
backR to A. However, the TTP needs; (i) to generate 5, and thus construdt.
An abort request byl nevertheless does not contaig(iz). Therefore, once the TTP
computesk for an exchange, it stordsin its secure storage, for possible future uses.
In Figure 3,a andr stand for valid abort and recovery requests, whilendR stand for
the corresponding abort and recovery tokens, respectiRaynark that depending on
the current state of the TTP a participant may receive ant édkenA even if it sends
a resolve requestto the the TTP, and vice versa.

5 A selective literature review

Below, we review some of the main ideas and results on sotvied-E problem in the
DY model. This review is selective. In particular, we do notdowpon various FE
protocols that were developed to go beyond fair exchangginegents and satisfy an
extended set of functional or security goals (some of thesénawever discussed in
subsequent sections). Synchronous protocols are alsdymabsent from our review.
For general surveys on the topic see several Ph.D. disseddhat have been written
on this topic, e.g. [As098, Sch00, Cha03, Kre03, Nen05, GpBmi06, Tor08].

Generatable and revocable items. Pivotal to the working of optimistic protocols is
the nature of the items that are subject to exchange. It has sleown in [SWO02]
that optimistic FE is impossible if the exchanged items aither generatablenor
revocable In general, no such restriction applies to FE protocolfiitline or on-
line TTPs though. An item is generatable if the TTP can gdeettze item from a
participant’'s commitment to release that item, and an iterrevocable if the TTP
can revoke the validity of that item. In general, digitahite are neither generatable
nor revocable. However, cryptographic tools, such as adidi encryption, can make
certain digital items generatable. For instance, see [ASWE@8e98, PCS03, DRO03,
Ate04, DJHOQ7] for techniques to enable the TTP to generatiicfmants’ signatures
from their commitments; see also [RROQ]. In contrast, tleeeenot many digital items
that can be revoked by the TTP (see below).

The above-mentioned impossibility result of [SW02] comesiasurprise when
noticing that if a wronged Bob resorts to the TTP, he wishésegst) one of the fol-
lowing services: Either the TTP can generate the item thdiaseexpected, which is
impossible if the item is not generatable, or the TTP canketbe item that he has lost
(i.e. currently being in the possession of Alice), whichnigbssible if the item is not
revocable. The TTP can however provide Bob with an affidastiaring that Bob has
indeed been cheated (by Alice). In this case, Bob only aelsieeakfairness [As098],
which might not satisfy Bob. Below, we explore how such affitkacan be used to
provide strong fairness in CS, CEM and NR protocols.

The goal is to provide strong fairness without using costjptographic tools such
as verifiable encrypted signatures. The idea is to explofeadom that is inherent
to the definitions of CS, CEM and NR. In these FE variants, tteeogol (designer)
is free to define what constitutes, e.g., a mutually signedraot, a signed receipt,
or evidence of origin. Therefore, these protocols devispute resolution procedures
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to evaluate (or interpret) the digital assets that are cmtkin the protocol. Dispute
resolution procedures can thereby be tailored to gradeasifgifrom the TTP as, for
instance, a valid evidence of origin. This idea has been usedgany FE protocols
such as [Z2G97a, ASW98a, ZDB99, KMZ02, GRV05, CCT05, CTMO7]oteNthat
these protocols enforce the structure of the exchangedjteemce being calleidva-
sive[ASW98a]. Non-invasive protocols are more favorable, bmeat high computa-
tion costs, as they rely on heavy cryptographic tools, as.m, the signature exchange
protocols of [ASW98Db].

A partial remedy to invasiveness is to make the Tmisible[Mic97], so that there
would not be any difference between the evidences collectexptimistic runs and
those issued by the TTP. Note that the structure of the egeteis still determined
by the protocol, hence the result may be an invasive protfegl as in [Mic03]).
However, the exchanged items would not reveal whether the wWas involved in the
exchange or not. For protocols with invisible, teansparent TTPs see, e.g., [Mic97,
ASW98a, MKO01, MS02, Mic03, Ate04]. As is phrased by Asokarypitally, non-
invasiveness implies invisibility of third party” [As098]

Now we turn to fair exchange of revocable items. Generdllig hard to revoke
digital items. However, certain payment systems can incipla provide revocable
coins, e.g. see [JY96, Vog03]. Fair payment protocols whitiploy revocable money
(orders) are presented in [ASW98a, Vog03]. A separate gréypatocols for ex-
changing revocable items exploits the freedom in the dafmibf CS, CEM and NR,
just as mentioned earlier. These not only prescribe a &lldispute resolution proce-
dure to grade the TTP’s messages as valuable evidencebegudlso require the TTP
to in some situations participate in the dispute resolupioaise of the protocol in order
to revoke evidences collected by the participants. Exasnfierotocols following this
idea are [Eve83, FPH00, FPH02, MD02, Zho04, WBZ04, FPHO04]esEhprotocols
require three messages in their exchange sub-protocofgared to optimistic proto-
cols for generatable items that require four messagess bé&an shown in [Sch00] that
three messages is the minimum number of messages in exchalngeotocols, given
that the TTP is allowed to participate in the dispute resotuphase, while this num-
ber is four if the TTP is not allowed to do so. Requiring the BliRtervention in the
evidence verification phase can be a drawback for theseqmistbecause evidences
carry no weight until the TTP declares that they have not beeoked.°

Idempotent and non-idempotent items. Most FE protocols assume that the items
subject to exchange ardempoten{Aso098], meaning that receiving or possessing an
item once is the same as receiving it multiple times. For gtanponce Alice gets
access to Bob’s signature on a contract, receiving it agatmestime later does not
add anything to Alice’s knowledge. The idempotency assiompteflects the mass
reproducibility of digital items. However, there exist pyools for exchanging digital
non-idempotent items. Electronic vouchers [FKIQ, FEO3] are prominent examples
of non-idempotent items. Depending on the implementatight tokens in digital
rights management systems can as well be considered aa digjit-idempotent items,
e.g. see [CIK 06, TKJO8]. The current approach to securely use non-idéenpidems

is to limit their distribution to trusted computing devi¢ceghich are nowadays becom-
ing more prevalent. Protocols for handling non-idempotems, being FE protocols
or not, usually require that items are neither created netrolged in the course of
the protocol, e.g. see [FKT9, TIHF04]. This resembles thraoney atomicityprop-
erty in electronic commerce, stating that money is neitlestrdyed nor generated in
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exchanges [Tyg96].

Using trusted devices in FE is not limited to exchanging mempotent items.
These are used for exchanging idempotent items as well lyriaiorder to increase
protocols’ efficiency or flexibility. Examples are [Tor0%) teduce the number of mes-
sages to three in the optimistic sub-protocol, [VPGO01] feecheinging time-sensitive
items, and [TMHO6] for optimistic exchange of non-revoeglrion-generatable items;
recall that optimistic FE requires that at least one of theng be either revocable or
generatable [SW02L! See also [AV04, AGGV05, ES05, FFD6, GR06] on using
trusted devices in FE.

Bounds on the number of messages.The premise of optimistic FE is that failures
are infrequent, and consequently fallback sub-protocmseaecuted rarely. There-
fore, a meaningful measure of efficiency in these protocthé number of messages
exchanged in the main optimistic sub-protocol. Severalltesegarding optimal effi-
ciency of asynchronous two-party optimistic CS and CEMeots have been derived
in [PSW98, Sch00]. The main results regarding the optimal emof messages in
exchange sub-protocols are mentioned above, namely thessages when the TTP
is allowed to intervene in the dispute resolution phase,fandmessages otherwise.
Therefore, protocols which require only three messagelsdarexchange sub-protocol
and do not rely on TTP’s intervention in the dispute resoluphase do not satisfy
the requirements of fair exchange. For instance, the pottaxf [Mic03], with three
messages in the main sub-protocol, do not provide timedines

Fair exchange between trusted devices requires three gesssathe optimistic
protocol when the items subject to exchange are idempolem@9]. For exchang-
ing non-idempotent items three messages in the optimigkiepsotocol are sufficient,
given that the trusted devices have access to an unlimimdestorage; otherwise,
four messages in the optimistic sub-protocol are sufficadtnecessary [Tor09]. These
results are summarized in Table 1. Note that exchangingadempotent among non-
trusted devices is inherently insecure.

Computing device Items non-idempotent idempotent
non-trusted — 4
trusted (unlimited secure storagg) 3 3
trusted (limited storage) 4 3

Table 1: Optimal number of messages in two-party optimitic-protocol

It is shown [PSW98, Sch00] that the TTP needs to be stateduka keep states of
disputed exchanges, to guarantee fairness in asynchroptingstic protocols. From
a practical point of view, this result is of great relevan@ptimistic FE not only re-
quires TTPs for recovering from unfair transient statesgiéds TTPs which maintain
persistent databases, containing the states of disputbdeges, for virtually an indef-
inite amount of time. Naturally, in long runs, TTPs may crastbe compromised?
Mechanisms to limit the damages of these defects are deschiblow. Before that,
we remark that the optimistic protocols with stateless TaRs either unfair, such
as [Mic03, Ate04, NZB04] which do not provide timelinéSsor rely on synchronous
communication channels, such as [ES05].
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Accountability and robustness of the trustee. Malicious TTPs can inevitably sub-
vert an exchange protocol; this is indeed the definition udterd parties [And01]. To
demotivate malicious TTPs from cheating on protocol pguréicts, Asokan introduces
protocols in which TTPs areerifiable [As098]. Given that corrupted TTPs do not
simply disappear, a protocol with verifiable TTP allows wged participants to prove
TTP’s misbehavior to an external court. Accountabilitylisig a prohibition mecha-
nism, relying on the assumption that a TTP prefers not beetgaied as malicious.
This is a tenable assumption because external courts meghible to impose financial
penalties on the TTP, the TTP may be concerned about itsatgutetc. Verifiability
and transparency of TTPs are however not mutually attagnabls noted by Asokan,
e.g. see [GIM99] for a concrete protocol where these twanements clash.

To reduce the dependency of protocols on availability anétysaf a single trusted
party, distributed TTPs can be used. In [AdGO01] parts of th®'$ work are dele-
gated to intermediary semi-trusted agents to reduce thésBliPden, and in [SXLO5,
RRNO5] secret sharing schemes are used so that, to subggstdtocol, an attacker
needs to compromise several TTPs. Note that distributedsTimRjeneral need to
run some atomic commit protocol to ensure the consistentysirf (distributed) state.
We recall that (1) attaining fairness in optimistic asymetous protocols is impossible
without stateful TTPs [Sch00], and (2) atomic commit praiscare nearly as expen-
sive as fair exchange [Tyg96, Tan96, LNJO1, AR, RRNO5]. Related to distributed
TTPs, Ito, Iwaihara and Kambayashi in [IIK02] assume thatigi@ants have limited
trust in TTPs and propose algorithms to determine if a raliagent would engage in
an exchange using cascades of TTPs.

In the context of fair exchange protocols in which the TTPnigoived in every
exchange (online TTPs), Franklin and Reiter use a secrehghecheme to limit what
a TTP can learn about exchanged materials [FR97]. They astheahthe TTP does
not collude with any of the participants, but has its ownries¢s in the matter.

Weaker notions of fairness. There are several alternatives to FE which do not need
TTPs at all, but can provide only a weak notion of fairness.

The concept ofational exchangef Syverson [Syv98] seeks to achieve fairness,
with no TTPs, assuming that the parties are rational, i€y thy to maximize their
benefits. This assumption is in contrast to the pessimigtie prevalent in the security
community that honest parties should be protected even $edfrdamaging attackers.
The idea is “not to enforce compliance with the protocol, toutemove incentives to
cheat”, cf. [Jak95]. A few scenarios in which rational exoppe can be of practical use
are mentioned in [Syv98]. See also the taxi-driver exampleation 1.

Game theory can provide valuable insights into the propeif exchange proto-
cols, when assuming that their participants are rationahtsg rather than categorizing
them as malicious and honest parties, who blindly act régssdf their interests. For
more on this approach see [San97, SW02, IIK0O2, CMSSO05, BHZS05, ADGHO06,
TWO07].

Concurrent signatureproposed in [CKP04], and further investigated in [SMZ04,
WBZ06, TSS06], provide a weak alternative to fair exchandeest generally do not
require any TTP interventions. The idea is that Alice and Badzluce two ambiguous
signatures which become bound to their corresponding sgmdy when akeystone
is released by Alice. The main shortcoming of the constthat Bob has no control
over the termination of the protocol, and, moreover, Aliem cecretly show Bob's
signature to other parties before publishing the keystehehe notion ofabusefree
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protocols [GIM99]. A few scenarios in which this level ofrfass is adequate are
mentioned in [CKPO04].

Multiparty protocols. Multiparty fair exchange protocols are notoriously hard to
design and analysis. The early protocols, such as [Aso9®%Mave mostly been
found flawed [CKS04, MR08a]. Mukhamedov and Ryan introduckass of startling
attacks on multiparty CS, dubbadbort chainingattacks, which truly demonstrate the
subtlety of these protocols.

Minimal number of messages, although known for two party EEqeols [Sch00,
Tor09], in multi-party cases are under study. Building uglmmidea of abort chaining
attacks it is shown by [MRTO09] that anparty asynchronous fair contract protocol re-
quires at least? +1 messages in the optimistic sub-protocol. This result iaiokt by
connecting the multiparty FE problem to the combinatorralglem of finding shortest
permutation sequences [AdI74].

Designing optimistic fair exchange protocols. To conclude this chapter, we point
out some of the resources which can be of use when designipgdtacols. Many of
the prudent advice [AN96] and attack scenarios known fanentication and key dis-
tribution protocols [Car94, CJ97] are pertinent to FE pcots as well. Papers specifi-
cally focusing on FE are unfortunately scarce.

We note that compilations of FE protocols are almost nostert, [KMZ02] be-
ing a notable exception. New protocols are constantly eéewsith subtle differences
between their assumptions, methods and goals, thus maldiffidult to oversee gen-
eral techniques. As of design methodologies, [As098, PNJ@&Zuss constructing
generic FE protocols and [GRV05] provides templates forseovative NR proto-
cols. The collections of attacks on NR and CEM protocolss@ntéed respectively
in [Lou00] and [SWZ06], give designers an opportunity to asséeir new protocols
against known attacks. These are however not well classdigdl in particular flaws
stemming in the interaction between protocols and cryptoligic apparatus used in
them are mostly omitted; see [DR03] for an example of suathkst on FE protocols.

There has been a considerable amount of work on formal \eiiic of fair ex-
change protocols. See, for instance, the dissertationsOfrTor08, Car09], and
also [SM02, GR03, KK05, KKWO05, BP06, WHO07, KKT07]. However, wee not
aware of any comprehensive guide or survey on existing foreecaniques for verify-
ing FE protocols. This would be desirable for practitioners
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Notes

1This of course does not imply that Alice would give the othdf taBob. Alice can choose not to pay,
as it will not change her profit vs. loss balance. Remark thAlide can use the other half of the bill to
convince another taxi driver in a similar scenario latergied Alice would benefit from not giving the other
half to Bob. To avoid such situations, Bob must ensure thateAlips a bill into two halves afresh.
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2Fair and private contractegotiationprotocols are discussed in, e.g., [FAO5].

3Fairness, as defined in this article, is a safety propertjlewiimeliness is a liveness property. Intu-
itively, a safety properties states that something bad doesappen, while a liveness property stipulates
that something good will happen [AS85].

4As is described later, the attacker is modelled as a partitipat can inject messages into the channels
and remove messages from (some of) the channels, even if theetbamne assumed to be non-faulty.

5For a critique on thé>) model in face of the emerging mobile ad-hoc protocols see,[&t07]

SAny number of D) attackers can be modelled as a sinfig) attacker by merging their knowledge
sets [SM0O].

A network has connectivity iff at leastc nodes need to be removed to disconnect the network. In the
‘DY model removing the attacker node would disconnect the network

8This corresponds to thetrong loss limitatiorcondition in [Lyn96]. A weaker variant of this requirement
states that if an infinite number of messages are sent to theehdhensomeinfinite subset of them are
delivered.

9Inconsistent (but correct) logics for the TTP have been usegd in [MR08b], where the TTP may reply
R to a correct participant, after realizing that it has presig repliedA to a malicious party.

105uch protocols are sometimes caltegh-monotoni¢Ate04].

11The protocol of [VPGO01] does not provide timeliness, as iswsal out in [Vog03], and the protocol
of [TMHO6] is susceptible to a replay attack (we skip desagfthe attack, as it would require a detailed
description of the protocol, and the attack is also ratheticals). The ideas behind these protocols can
however be salvaged with some changes.

12The notion of compromisable trustee may seem to be parado¥iahote that beingrusteddoes not
imply beingtrustworthy e.g. see [Gol06].

13These protocols in fact require channels which can buffesages for virtually an indefinite amount of
time, thus merely delegating the “stateful-ness” to a difieemntity.
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