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Abstract

Protecting privacy against bribery and coercion is a necessary requirement in electronic services, like e-voting, e-auction and e-health.
To capture this requirement, domain-specific privacy properties havebeen proposed in the literature. We generalise these properties as
enforced privacy: a system enforces a user’s privacy even when the user collaborates with the adversary. On top of that, we take into
account third parties’ influence on the privacy of a target user. The third parties help to break the target user’s privacy when collaborating
with the adversary and help to protect the target user’s privacy when cooperating with the target user. We proposeindependency of privacy
to capture the negative privacy impact that third parties can have, andcoalition privacy to capture their positive privacy impact. We
formally define these privacy notions in the applied pi calculus and build a hierarchy showing the relations among the notions.

1 Introduction

Privacy is of great importance to electronic services such as e-voting, e-auction, and e-health. A large amount of research has been done
in this area. In the literature, an important focus is privacy in communication protocols, since most electronic services use the Internet.
To capture privacy in protocols, a wide variety of privacy properties have been proposed, such as anonymity, untraceability, quantified
privacy, etc. (e.g., see [3, 9, 24, 32, 33]). We focus on a subset of such properties – non-quantified (binary) data privacy, i.e., properties
that are either satisfied or not (as opposed to providing a quantitative answer).

Classical data privacy assumes that users want to keep theirprivacy [3, 9, 32]. However, a user may want to reveal information to
the adversary due to bribery or coercion. Systems providingelectronic services need to protect against such threats (e.g., [2, 5, 13, 26]).
This was first achieved in voting: a system in which a voter could not undo his privacy after voting (preventing vote selling) [5], and
later, a system in which a voter, coerced to communicate continuously with the adversary, cannot undo his privacy [26]. These ideas
were lifted to an e-auction system [2] and an e-health system[13]. Following this development of stronger systems, domain-specific
formalisations of privacy properties against bribery and coercion were proposed in the literature: receipt-freenessand coercion-resistance
in e-voting [14], e-auction [16], and e-health [18]. In order to address these privacy concerns domain-independently,we propose a generic
notion ofenforced privacy: a user’s privacy is preserved even if the user collaborateswith the adversary by sharing information.

The notions of data privacy and (enforced) privacy focus on atarget user and ignore the impact that other users can have onhis privacy.
However, a third party may help the adversary break privacy of the target user (collaboration), e.g., revealing his vote may enable the
adversary to deduce another voter’s vote. On the other hand,a third party may help the target user to maintain his privacy(coalition),
e.g., a non-coerced voter (who happens to vote as the adversary desires) can swap receipts with a coerced voter, providing the coerced
voter “proof” of compliance while being free to vote as he pleases.

Accounting for the privacy effect of third parties is particularly necessary in domains where many untrusted roles are involved. Such
roles may potentially reveal information to the adversary,e.g., pharmacists in e-health may be able to reveal prescription behaviour of
doctors. In order to ensure doctor prescribing-privacy, ane-health system must prevent this situation [13,17]. This requirement has been
expressed and formalised as independency-of-prescribing-privacy [18]: a doctor’s prescribing-privacy is preserved even if pharmacists
share information with the adversary. In voting, a similar privacy property, vote-independence [20], was proposed to ensure a voter’s
vote-privacy even if another voter is coerced by the adversary. In this paper, we generalise these properties asindependency of privacy:
the help of a set of third parties does not enable the adversary to break a target user’s privacy. This notion is generic in the sense that first,
a third party may have the same role as the target user (as in vote-independence), or a different role (as in independency-of-prescribing-
privacy); second, the collaboration can be instantiated ascoercion, but is not limited to that; third, this notion is domain-independent, i.e.,
it is not restricted a specific domain like e-voting or e-health.

The converse, that is, the privacy effect of third parties helping the target user by sharing information with the targetuser, has not been
well studied. To capture privacy in this situation, we propose the notion ofcoalition privacy: a target user’s privacy is preserved with the
help of a set of third parties sharing information with the target user. In particular, we use this notion to also capture the situation where
third parties are involved but no information is shared between the target user and third parties. In this case, the mereexistenceof the
third parties can help to create a situation where privacy ispreserved. For example, vote-privacy [14] requires a non-unanimous result –
there must be at least one voter voting differently. He then ensures that the other voters’ privacy is not trivially broken.

In addition to identifying these privacy notions, we formalise them in a new formal framework. Cryptographic protocolsare well
known to be error-prone and formal approaches have shown to be efficient in addressing this problem, e.g., see [10,30]. Thus, formalising
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privacy notions is a necessary step to verify the privacy claims of a protocol. Our framework is based on the applied pi calculus as it
provides an intuitive way for modelling privacy propertiesand cryptographic protocols. In addition, it is supported by the ProVerif [6]
tool, which allows us to verify many privacy properties automatically [8,11].

Inspired by the frameworks in the applied pi calculus by Arapinis et al. [3] and Delaune et al. [14], our framework allows us to give
domain-independent formalisations of all of the identified(enforced) privacy notions. We define a standard form of protocols which
is able to represent any protocol. To formally define enforced privacy properties and independency of privacy properties, we model
collaborationbetween users and the adversary in a more generic way. It allows us to specify which information is shared and how it
is shared. Thus, our framework provides the necessary flexibility for modelling various types of collaboration. Bribery and coercion
can be considered as collaboration between the target user and the adversary, and their formalisations as proposed by Delaune et al. [14]
are essentially instances of our collaboration specification: bribery is one-way complete information sharing from the target user to the
adversary; coercion is another specific collaboration where the target user sharesall his private information while the adversary provides
information for the target user. To model coalition privacyproperties, we propose the notion ofcoalition in our framework to formally
capture the behaviour and shared information among a targetuser and a set of third parties.

In our framework, the foundational property data-privacy,is formalised in a classical way as strong secrecy: equivalence of two pro-
cesses where a variable is instantiated differently [7]. This formalisation captures privacy notions like anonymity [3] which is formalised
as equivalence of two process with different identities. Based on this property, we formalise enforced-privacy, coalition-independency-of-
privacy and their combination coalition-independency-of-enforced-privacy using the formalisation of collaboration. Using the formalisa-
tion of coalition, four corresponding coalition privacy properties are formalised. In particular, we can show that various domain-specific
privacy formalisations such as vote-privacy [27] in e-voting, bidding-privacy [16] in e-auction, and prescribing-privacy [18] in e-health,
are instances of coalition-privacy, receipt-freeness andcoercion-resistance in e-voting [14, 21] are instances of the property coalition-
enforced-privacy, and independency-of-prescribing-privacy [18] and vote-independence [20] are instances of coalition-independency-of-
privacy (cf. Sect. 6).1

Finally, we formally discuss how the formalised privacy properties are related in a privacy hierarchy. We show that dataprivacy
notions considered in an existing hierarchy of privacy in voting [22] are instances of properties in our hierarchy. The main difference
between the two is that our hierarchy is domain-independentand focuses on privacy in the presence of third parties.

Contributions. The main contributions of this paper are:

• We generalise privacy against bribery and coercion to a domain-independent notionenforced privacyto capture privacy of users
collaborating with the adversary.

• We propose the notion ofindependency of privacyto capture the privacy effects of third parties collaborating with the adversary.
Third parties can be any set of users excluding the target user, unlike the existing domain-specific notions which usually limit the
roles and the number of third parties.

• We propose the notion ofcoalition privacyto capture the privacy effects in the presence of defending third parties. This opens a
new direction of privacy notions which take into account communication among third parties and the target user.

• We present a formal framework in which we can precisely modelhow users collaborate with the adversary and how users form a
coalition against the adversary in the applied pi calculus.The framework leads to a generic formalisation of the identified privacy
notions. Furthermore, we prove the relations between the formalised notions and build a privacy hierarchy.

2 Adversary Model and Privacy Notions

To study privacy, we need to make explicit againstwhomprivacy is protected – who is the adversary. Our adversary isbased on the
Dolev-Yao adversary [15] who can eavesdrop, block and inject messages on the network. Moreover, he can extract data frommessages
and compose new messages from known data. The adversary can generate fresh data as needed and can initiate a conversationwith any
user. The adversary’s initial knowledge contains public information, such as public keys.2

We distinguish between two classes of privacy-affecting behaviour: the target user (collaborating with the adversaryor not), and the
behaviour of third parties. Third parties may beneutral, collaborating with the adversary (attacking), or collaborating with the target user
(defending) – thus we also consider the situation where some are attacking and some are defending. A target user who collaborates with
the adversary is not under the adversary’s direct control, contrary to a compromised user who genuinely shares initial private information
with the adversary. Aneutral third party, like an honest user, follows the protocol specification exactly. Thus, such a third party neither
actively helps nor actively harms the target user’s privacy. A defendingthird party helps the target user to preserve his privacy. An
attackingthird party communicates with the adversary to break the target user’s privacy. Note that we do not consider a third party
that attacks and defends the target user simultaneously. Given this classification, a target user will find himself one ofthe following
four situations w.r.t. third parties: 1) all are neutral; 2)some are attacking; 3) some are defending; and 4) some are attacking, some are
defending. In the latter three cases, the remaining third parties (if any) are considered neutral.

1Note that quantified enforced privacy properties in voting [25] are not captured in our framework.
2Note that the Dolev-Yao adversary is not assumed to fully control authenticated users. Bribed or coerced users cannot be modelled as part of the adversary, as they are

not trusted by the adversary. In addition, it is necessary tomodel which information and how users share the information, especially those obtained from channels hidden
from the adversary.
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Table 1: Privacy notions
target user third parties
collaborates all some some some defending

with adversary neutral attacking defending some attacking
no priv ipriv cpriv cipriv
yes epriv iepriv cepriv ciepriv

Combining the various behaviours of the third parties with those of the target user gives rise to eight privacy properties (see Tab. 1).
These properties hold when the adversary cannot break a user’s privacy. In more details, the adversary cannot link the target user to his
data:

1. data-privacy (priv): when the target user is honest.
E.g., the adversary cannot link the contents of an encryptedemail to the user.

2. enforced-privacy (epriv): when the target user seems to collaborate with the adversary.
E.g., a voter should not be able to prove to a vote-buyer how hevoted.

3. independency-of-privacy (ipriv): when (some) third parties collaborate with the adversary.
E.g., in e-health the adversary cannot link a doctor to his prescriptions, despite the help of a pharmacist.

4. independency-of-enforced-privacy (iepriv): even when the target user seems to, and some third parties actually do collaborate with
the adversary.
E.g., the adversary should not be able to link a doctor to his prescriptions (to prevent bribes), even when both the pharmacist and
the doctor are helping him.

5. coalition-privacy (cpriv): when (some) third parties collaborate with the target user.
E.g., in location-based services, the user’s real locationis hidden amongst the locations of the helping users.

6. coalition-enforced-privacy (cepriv): even when the target user seemingly collaborates with theadversary, provided (some) third
parties help to defend the user.
E.g., in anonymous routing, a sender remains anonymous if hesynchronises with a group of senders, even if he seems to collaborate.

7. coalition-independency-of-privacy (cipriv): even when some (attacking) third parties collaborate with the adversary, provided some
other (defending) third parties collaborate with the target user.
E.g., the adversary cannot link an RFID chip to its identity,even though some malicious readers are helping the adversary, provided
other RFID tags behave exactly as the target one.

8. coalition-independency-of-enforced-privacy (ciepriv): even when the target user seems to, and some third parties actually do
collaborate with the adversary, provided that other third parties work to defend the target user.
E.g., in electronic road pricing, other users may hide a user’s route from the adversary, even if the user seems to collaborate and
malicious routers relay information on passing cars to the adversary.

The examples above illustrate that similar privacy concerns arise in many different domains – e-voting, e-health, location-based
services, RFID, electronic road pricing, etc. So far, attempts at formalising privacy have usually been domain-specific (e.g., [3, 9, 12, 14,
16,18,21,27,33]). We advocate a domain-independent approach to privacy, and develop a formal framework to achieve this in Sect. 3.

3 Formal Framework

In this section, we propose a framework to formalise the privacy properties from Tab. 1 in the applied pi calculus. We briefly introduce
the language and notions used in this paper (Sect. 3.1). For the simplicity of formalisation, we define a standard form of protocols –well-
formedprotocols (Sect. 3.2), inspired by the formal framework formodelling anonymity [3]. Based on this, we introduce the property
data-privacywhich acts as the foundation of other properties (Sect. 3.3). To formalise enforced privacy and independency of privacy
properties, we formally define collaboration between a set of users and the adversary (Sect. 3.4), inspired by the formalframework for
modelling bribery and coercion in voting [14]. Finally, to formalise coalition privacy properties, we formally define coalition among a
set of users (Sect. 3.5).

3.1 The applied pi calculus

The applied pi calculus [1] assumes an infinite set ofnamesto model data and communication channels, an infinite set ofvariablesand a
finite set offunction symbolseach with an associated arity to capture cryptographic primitives. A constant is defined as a function symbol
with arity zero. Termsare defined as either names, or variables or function symbolsapplied on other terms to capture communicated
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Figure 1: Applied pi processes

P,Q,R ::= plain processes
0 null process
P | Q parallel composition
!P replication
νn.P name restriction
if M =E N thenP elseQ conditional
in(v, x).P message input
out(v,M).P message output

A,B,C ::= extended processes
P plain process
A | B parallel composition
νn.A name restriction
νx.A variable restriction
{M /x} active substitution

messages. We denote the variables in a termN asVar(N). A set of equations on terms are defined as an equational theory E . M =E N
denotes that termM andN are equivalent according to the equational theory. In addition, the applied pi calculus assumes a set of base
types (e.g., the universal typeData) and a type system (sort system) for terms generated by the base set. Terms are assumed to be well-
typed and syntactic substitutions preserve types. Based onthe above notions, processes are defined as in Fig. 1 whereM,N are terms,n
is a name,x is a variable andv is a metavariable, standing either for a name or a variable.

A name isboundif it is under restriction. A variable isboundby restrictions or inputs. Names and variables arefree if they are not
delimited by restrictions or by inputs. The sets of free names, free variables, bound names and bound variables of a processA are denoted
asfn(A), fv(A), bn(A) andbv(A), respectively. A term isgroundwhen it does not contain variables. A process isclosedif it does not
contain free variables.{M /x} is a substitution which replaces variablex with termM . The active substitutions in extended processes
allow us to map an extended processA to its frameframe(A) by replacing every plain process inA with 0. A frame is defined as an
extended process built up from0 and active substitutions by parallel composition and restrictions. Thedomainof a frameB, denoted as
dom(B), is the set of variables for which the frame defines a substitution. A contextC[ ] is defined as a process with a hole, which may
be filled with any process. Finally, we abbreviateνn1 · · · νnn asνñ, νn1 · · · νni−1.νni+1. · · · .νnn asνñ/ni, and{M1/x1} · · · {Mn/xn}
as{M1/x1 , · · · ,Mn/xn}.

The operational semantics of the applied pi calculus is defined by: 1) structural equivalence of processes (≡), which defines when
two processes that only differ in structure are equivalent;2) internal reduction (→), which covers sub-processes communication and
if-then-elseevaluation; and 3. labelled reduction (

α
−→), which covers the communication between the adversary andthe protocol. The

transitionA
α
−→ B means that processA performs actionα and continues as processB. Action α is either reading a termM from the

process’s context, or sending a name or a variable of base type to the context. We use→∗ to denote one or more transitions.
Several equivalence relations on processes are defined in the applied pi calculus. We mainly use labelled bisimilarity≈ℓ [1], which is

based on static equivalence≈s of processes: labelled bisimilarity compares the dynamic behaviour of processes, while static equivalence
compares the static states of processes (as represented by their frames).

Definition 1 (static equivalence). Closed framesB andB′ are statically equivalent,B ≈s B′, if (1) dom(B) = dom(B′); (2) ∀ terms
M,N : M =E N in B ⇐⇒ M =E N in B′. Extended processesA,A′ are statically equivalent,A ≈s A′, if their frames are statically
equivalent:frame(A) ≈s frame(A′).

Definition 2 (labelled bisimilarity). Labelled bisimilarity(≈ℓ) is defined as the largest symmetric relationR on closed extended pro-
cesses, such thatARB implies: (1)A ≈s B; (2) if A → A′ thenB →∗ B′ and A′ RB′ for someB′; (3) if A

α
−→ A′ and

fv(α) ⊆ dom(A) andbn(α) ∩ fn(B) = ∅; thenB →∗ α
−→→∗ B′ andA′ RB′ for someB′.

3.2 Well-formed protocols

In the applied pi calculus, a protocol is normally modelled as a plain process. For the simplicity of formalising privacyproperties, we
define a standard form of a protocol [3] and any protocol can bewritten in this form.

Definition 3 (well-formed protocols). A protocol withp roles is well-formed if it is a closed plain processPw of the form:

Pw = νc̃.(genkey |!R1 | · · · |!Rp)
Ri = νidi.νdatai.init i.!(νsi.νsdatai.sinit i.maini) (∀i ∈ {1, · · · , p})

where

1. Pw is canonical [3]: names and variables in the process never appear both bound and free, and each name and variable is bound
at most once;
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2. data is typed, channels are ground, private channels are never sent on any channel;

3. νc̃, νdatai andνsdatai may be null;

4. init i andsinit i are sequential processes;

5. genkey , init i, sinit i andmaini can be any process (possibly null) such thatPw is a closed plain process.

In processPw , c̃ are channel names;genkey is a sub- process in which shared data (e.g., keys shared between two roles) are generated
and distributed;Ri (1 ≤ i ≤ p) is a role. To distinguish instances taking the same roleRi, each instance is dynamically associated with
a distinct identityνidi; datai is private data of an instance;init i models the initialisation of an instance;(νsi.νsdatai.sinit i.maini)
models a session of an instance. To distinguish sessions of the same instance, each session is dynamically associated toa distinct identity
(νsi); sdatai is private data of a session;sinit i models the initialisation of a session;maini models the behaviour of a session.

Note that this standard form does not limit the type of protocols we consider. A role may include a number of sub-roles so that a user
may take more than one part in a protocol. The identities do not have to be used in the process. All ofνc̃, νdatai andνsdatai may be
null andgenkey , init i, sinit i andmaini can be any process (possibly null) such thatPw is a closed plain process. Any process can be
written in a canonical form byα-conversion [3]. Thus, any protocol can be written as a well-formed protocol.

3.3 Data-privacy

We formally define the property data-privacy that acts as thefoundation upon which other properties are built. To do so, we need to make
explicit which datais protected. Thus, the property data-privacy always specifies the target data. In processPw , the target dataτ is a
bound name which belongs to a role (the target roleRi), i.e.,τ ∈ bn(Ri). For the sake of simplicity, we (re)write the roleRi in the form
of

Ri = νidi.ντ.R̂i ,

whereR̂i is a plain process which has two variablesid i andτ . Note that byα-conversion we can always transform any roleRi into the
above form. Whenτ ∈ datai,

R̂i = νdatai/τ.init i.!(νsi.νsdatai.sinit i.maini).

Whenτ is session data in sessions, i.e.,τ ∈ sdata
′
i,

R̂i = νdatai.init i.(!(νsi.νsdatai.sinit i.maini) | (νs.νsdata
′
i/τ.sinit

′
i.main ′

i)).

In case that only information in sessions is shared with the adversary or third parties, we require that s 6∈ bn(Pw ), νsdata′i/τ.sinit
′
i.main ′

i

is obtained by applyingα-conversion on bound names and variables in the original processνsdatai/τ.sinit i.maini.
Intuitively, data-privacy w.r.t.τ of protocolPw , is the unlinkability of an honest user taking roleRi and his instantiation of the target

dataτ . An honest user taking roleRi is modelled as processRi. We denote a particular user – thetarget user process, asŘi{id/id i}
whereRi = νidi.Ři , variableid i is instantiated with a constantid. R̂i{id/id , t/τ} denote an instance of the target user in which the
target user instantiates the target data witht wheret denotes any data which can be used to replace the target data.The unlinkability is
modelled as strong secrecy [7] of the target data: the adversary cannot distinguish an execution ofRi whereτ = t1 from an execution
whereτ = t2, for t1 6= t2.

Definition 4. A well-formed protocolPw satisfies data-privacy (priv) w.r.t. dataτ (τ ∈ bn(Ri)), if

CPw
[R̂i{id/id i , t1/τ}] ≈ℓ CPw

[R̂i{id/id i , t2/τ}].

In the definition,id is a constant,t1 andt2 are free names. SinceRi = νidi.ντ.R̂i , procesŝRi{id/id i , t1/τ} is an instance of role
Ri where the identity isid and the target data ist1. The contextCPw

[ ] models neutral third parties. Thus,CPw
[R̂i{id/id i , t1/τ}] is an

instance of the protocolPw , similarly for CPw
[R̂i{id/id i , t2/τ}]. The only difference between these two instances is the instantiation of

the target dataτ . Thus, this definition captures data-privacy by using the relation≈ℓ: the adversary cannot distinguish a user process with
different target data.

3.4 Modelling Collaboration with the Adversary

Based on data-privacy, we are able to formalise other properties. In order to define enforced privacy properties where the target user
collaborates with the adversary and independency privacy properties where a set of third parties collaborate with the adversary, we need
to modelcollaborationof users (a target user/third parties) with the adversary.

The process of a set of users is modelled as processes of each user in parallel. Since a user process is modelled as a role in awell-
formed protocol and each user process can be any role, the setof users of a well-formed protocolPw is formally defined as a plain process
RU = Ru1

| · · · | Rum
, ∀i ∈ {1, . . . ,m},Rui

∈ {R1, . . . ,Rp}.
Inspired by the formal definition of coercion in [14], the collaboration between a user and the adversary is formalised asa transfor-

mation of the user process. We extend it as a transformation of the process of a set of users. Note that a user need not alwaysshareall his
information, e.g., a bribed user in a social network may reveal his relation with another user, but not his password. To beable to specify
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which information is shared, we formally define the set of information that a user has. Information of a user is expressed as a set of terms
in the user process. Since the user processes are canonical in a well-formed protocol, bound names and variables are different in each user
process. Thus, we can express information of a set of users asa set of terms appearing in the process of the set of users. Terms appearing
in a plain processRU are given byTerm(RU ).

Term(0) = ∅
Term(P | Q) = Term(P ) ∪ Term(Q)

Term(!P ) = Term(P )
Term(νn.P ) = {n} ∪ Term(P )

Term(in(v, x).P ) = {x} ∪ Term(P )
Term(out(v,M).P ) = {M} ∪ Term(P )

Term(if M =E N then P else Q) = Term(P ) ∪ Term(Q)

A collaboration specification then specifies which terms of aprocess are shared and how they are shared.

Definition 5 (collaboration specification). A collaboration specificationof a processRU is a tuple〈Ψ ,Φ, cout , cin〉. Ψ ⊆ Term(RU )
denotes the set of terms sent to the adversary each of which isof base type,Φ ⊆ Term(RU ) represents terms to be replaced by information
provided by the adversary,cout is a fresh channel for sending information to the adversary,and cin is a fresh channel for reading
information from the adversary, i.e.,cout , cin /∈ fn(RU ) ∪ bn(RU ).

Given a plain processRU and a collaboration specification〈Ψ ,Φ, cout , cin〉 of the process, the transformation ofRU is given by
R

〈Ψ ,Φ,cout ,cin〉
U .

Definition 6 (collaboration behaviour). LetRU be a plain process, and〈Ψ ,Φ, cout , cin〉 be a collaboration specification ofRU . Col-
laboration behaviour ofRU according to〈Ψ ,Φ, cout , cin〉 is defined as:

• 0 〈Ψ ,Φ,cout ,cin〉 =̂ 0,
• (P | Q)〈Ψ ,Φ,cout ,cin〉 =̂ P 〈Ψ ,Φ,cout ,cin〉 | Q〈Ψ ,Φ,cout ,cin〉,
• (!P)〈Ψ ,Φ,cout ,cin〉 =̂ !P 〈Ψ ,Φ,cout ,cin〉,
• (νn.P)〈Ψ ,Φ,cout ,cin〉 =̂{

νn.out(cout , n).P
〈Ψ ,Φ,cout ,cin〉 if n ∈ Ψ

νn.P 〈Ψ ,Φ,cout ,cin〉 otherwise,
• (in(v , x ).P)〈Ψ ,Φ,cout ,cin〉 =̂{

in(v, x).out(cout , x).P
〈Ψ ,Φ,cout ,cin〉 if x ∈ Ψ

in(v, x).P 〈Ψ ,Φ,cout ,cin〉 otherwise,
• (out(v ,M ).P)〈Ψ ,Φ,cout ,cin〉 =̂




in(cin , x).out(v, x).P
〈Ψ ,Φ,cout ,cin〉 if M ∈ Φ

wherex is a fresh variable,
out(v,M).P 〈Ψ ,Φ,cout ,cin〉 otherwise,

• (if M =E N then P else Q)〈Ψ ,Φ,cout ,cin〉 =̂
in(cin , x).if x = true then P 〈Ψ ,Φ,cout ,cin〉 else Q〈Ψ ,Φ,cout ,cin〉

wherex is a fresh variable andtrue is a constant.

Note that we only specify user behaviour in a collaboration with the adversary. The adversary’s behaviour may be omitted, as in the
applied pi calculus the adversary is considered as the environment and does not need to be explicitly modelled. Our approach to reasoning
about the adversary’s behaviour in a collaboration (e.g., enforcing a voter to cast a particular vote) follows the line of the definition of
coercion-resistance in [14]. Namely, a contextC[ ] = νcout .νcin( |Q) models a specific way of collaboration of the adversary, whereQ
models the the adversary’s behaviour in the context. In thisway, we separate the adversary’s behaviour of distinguishing two processes,
which is modelled by the environment, from the behaviour of collaborating with users which is modelled by the context.

3.5 Modelling User Coalitions

To define coalition privacy properties, we need to formally define acoalition between a target user and a set of defending third parties.
The notion collaboration from the previous section cannot be adopted directly, as it does not specify the adversary’s behaviour, whereas a
coalition must specify the behaviour ofall involved users. We extend the formalisation of collaboration to model coalition among users.

Given a set of usersRU = Ru1
| · · · | Rum

, a coalition of the users specifies communication between (potentially) each pair of users.
For every communication, a coalition specification needs tomake explicit who the sender and receiver are (unlike collaboration). Similar
to the specification of collaboration, a coalition specification makes explicit which data is sent on which channel. To make the behaviour
of both communicating parties explicit, we need to specify how the term in a communication is referred to in the receiver’s process. A
communication in a coalition is specified as a tuple〈Rui

,Ruj
,M, c, y〉 whereRui

,Ruj
∈ {Ru1

, . . . ,Rum
} (Rui

6= Ruj
) are the sender

and receiver process, respectively;M ∈ Term(Rui
) is the data sent in the communication;c 6∈ fn(RU )∪ bn(RU ) is a fresh channel used

in the communication;y 6∈ fv(RU ) ∪ bv(RU ) is the variable used by the receiver to refer to the termM . A coalition specifies a set of
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communications of this type (denoted asΘ). For the simplicity of modelling, we assume that for each communication, the coalition uses
a distinct channel and distinct variable, i.e.,∀ 〈Rui

,Ruj
,M, c, y〉 ∈ Θ and〈R′

ui
,R′

uj
,M ′, c′, y′〉 ∈ Θ we havec 6= c

′ ∧ y 6= y′.
A coalition specifies a set of terms which are communicated bythe originating user process and are replaced in the coalition. In

addition, a coalition needs to define how a term is replaced. In a collaboration, the adversary is assumed to be able to compute and
prepare this, but in a coalition, no user can compute and prepare information for other users. Thus, this ability has to beexplicitly
specified in a coalition as a set of substitutions∆ = {{N /M } | M ∈ Term(RU )}. The new termN are calculated from a set of terms
N1, . . . , Nn which are generated by the user, read in by the original process, or read in from coalition members. A successful coalition
requires that there are no such situations whereN cannot be calculated in the user process whenM needs to be replaced.

Moreover, in a coalition, we allow the coalition to decide values of conditional evaluations (similar to collaboration, where the
adversary decides this). Since no user in a coalition has theability to specify the values of evaluations, these need to be assigned
specifically. In addition, to add more flexibility, we allow acoalition to specify which evaluations are decided by the coalition and which
are not. The evaluations of a plain user processRU is Eval(RU ).

Eval(0) = ∅
Eval(P | Q) = Eval(P ) ∪ Eval(Q)

Eval(!P ) = Eval(P )
Eval(νn.P ) = Eval(P )

Eval(in(v, x).P ) = Eval(P )
Eval(out(v,M).P ) = Eval(P )

Eval(if M =E N then P else Q) = {M =E N} ∪ Eval(P ) ∪ Eval(Q)

The assignments of evaluations are specified as a setΠ ⊆ {(e, b) | e ∈ Eval(RU ) ∧ b ∈ {true, false}}.

Definition 7 (coalition specification). A coalition3 of a set of usersRU is specified as a tuple〈Θ ,∆,Π 〉 whereΘ is a set of communica-
tion,∆ is a set of substitutions andΠ is an assignment for a set of evaluations.

With the above setting, given a set of usersRU and a coalition specification〈Θ ,∆,Π 〉 on users, the behaviour of a user in the
coalition is modelled as a coalition transformation of the user’s original process.

Definition 8 (coalition behaviour). LetRU = Ru1
| · · · | Rum

be a plain process of a set of users,〈Θ ,∆,Π 〉 be a coalition specification
of processRU , R ∈ {Ru1

, · · · ,Rum
} be a plain user process, the transformation of the processR in the coalition is given byR〈Θ,∆,Π 〉:

R〈Θ,∆,Π 〉 = νη.(R〈Γ ,∆,Π 〉 | in(c1, y
′
1).!out(c

′
1, y

′
1) | · · · | in(cℓ, y

′
ℓ).!out(c

′
ℓ, y

′
ℓ))

whereη = {c′1, . . . , c
′
ℓ}, c′1, . . . , c

′
ℓ are fresh,Γ = {〈R,Ruj

,M, c, y〉 | 〈R,Ruj
,M, c, y〉 ∈ Θ}, {c1, . . . , cℓ} = {c | 〈Rui

,R,M, c, y〉 ∈
Θ}, y′1, . . . , y

′
ℓ are fresh variables. Each variable is read in from a distinctchannel in{c1, . . . , cℓ} and sent out over a distinct channel

in {c′1, . . . , c
′
ℓ}. Thus we have the following setξ represents the associationξ = {(c1, y

′
1, c

′
1), . . . , (cℓ, y

′
ℓ, c

′
ℓ)}.

R〈Γ ,∆,Π 〉 is given by:
• 0

〈Γ ,∆,Π 〉
F =̂ 0,

• (P | Q)
〈Γ ,∆,Π 〉
F =̂ P

〈Γ ,∆,Π 〉
F | Q

〈Γ ,∆,Π 〉
F ,

• (!P)
〈Γ ,∆,Π 〉
F =̂ !P

〈Γ ,∆,Π 〉
F ,

• (νn.P)
〈Γ ,∆,Π 〉
F =̂




νn.out(c1, n). . . . .out(cℓ, n).P
〈Γ ,∆,Π 〉
F

if {c1, . . . , cℓ} = {c | 〈R,Ruj
, n, c, y〉 ∈ Γ}

νn.P
〈Γ ,∆,Π 〉
F otherwise,

• (in(v , x ).P)
〈Γ ,∆,Π 〉
F =̂




in(v, x).out(c1, x). . . . .out(cℓ, x).P
〈Γ ,∆,Π 〉
F

if {c1, . . . , cℓ} = {c | 〈R,Ruj
, x, c, y〉 ∈ Γ}

in(v, x).P
〈Γ ,∆,Π 〉
F otherwise,

• (out(v ,M ).P)
〈Γ ,∆,Π 〉
F =̂




in(c′1, y1). · · · .in(c
′
ℓ, yℓ).out(v, f(N1, . . . , Nn)).P

〈Γ ,∆,Π 〉
F\{y1 ,...,yℓ}

if {N /M } ∈ ∆, {y1, . . . , yℓ} ⊆ F ∪ Var(N),
∀i ∈ {1, . . . , ℓ}, 〈Ri,R, ciM,yi〉 ∈ Θ ∧ (ci, y

′
i, c

′
i) ∈ ξ

out(v,M).P
〈Γ ,∆,Π 〉
F otherwise,

• (if M =E N then P else Q)
〈Γ ,∆,Π 〉
F =̂




P
〈Γ ,∆,Π 〉
F if (M =E N, true) ∈ Π

Q
〈Γ ,∆,Π 〉
F if (M =E N, false) ∈ Π

if M =E N then P
〈Γ ,∆,Π 〉
F else Q

〈Γ ,∆,Π 〉
F otherwise

with F initially equals to{y1, . . . , yℓ | 〈Rui
,R,M, c, y〉 ∈ Θ}.

3This model does not include the coalition strategies in whichthe target users and defending third parties are able to generate new data, initiate new sessions, establishing
new secrets, etc.
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Processin(c1, y′1).!out(c
′
1, y

′
1) | · · · | in(cℓ, y

′
ℓ).!out(c

′
ℓ, y

′
ℓ) models the receiving behaviour of processR in the coalition. The

coalition specifies which channel is use to receive data. Thereceived data on a channel are referred to as a distinct freshvariable. The
received data is sent out over a distinct private channel. The association of channels and variables is modelled inξ. This sending behaviour
is used for the processR〈Γ ,∆,Π 〉 to read the data when it is needed. ProcessR〈Γ ,∆,Π 〉 models the sending behaviour, substitution of
terms, assignments of evaluations.F captures the variables which are in{y1, . . . , yℓ} and has not been read in yet.

Given a set of usersRU and a coalition specification〈Θ ,∆,Π 〉 for them, the coalition is now modelled asR〈Θ,∆,Π 〉
U = νΩ .(R

〈Θ,∆,Π 〉
u1 |

· · · | R
〈Θ,∆,Π 〉
um ) whereΩ = {c | 〈Rui

,Ruj
,M, c, y〉 ∈ Θ}.

Remark. We extend the definitionhiding on channelby Delaune et al. [14] to allow hiding on a set of channels. They define processR
hiding channelc asR\(c,·) = νc.(R |!in(c, x)). We extend this as follows.

Definition 9 (hiding on multiple channels). Given a processR and a set of channels̃c = {c1, . . . , cℓ}, hiding on the set of channels is
defined asR\(c̃,·) = νc̃.(R |!in(c1, x1) | · · · |!in(cn, xℓ)) (x1, . . . , xℓ 6∈ bv(R) ∪ fv(R)).

4 Formalising the Privacy Notions

Based on the framework defined in Sect. 3, we formally define (enforced) privacy properties in the presence of third parties. Based
on the formalisation of data-privacy (see Def. 4), we first define enforced-privacy where the target user collaborates with the adversary
(Sect. 4.1). Taking attacking third parties into account, we define independency-of-privacy (Sect. 4.2) and independency-of-enforced-
privacy (Sect. 4.3). Finally, we take defending third parties into account (Sect. 4.4), and define the identified corresponding coalition
privacy properties (Sect. 4.4.1 to Sect. 4.4.4).

4.1 Enforced-privacy

Enforced-privacy is the unlinkability of a target user to his data even when the user collaborates with the adversary. Different collab-
orations impact privacy differently, so when we say a protocol satisfies enforced-privacy, it always refers to a specificcollaboration
specification.

As in receipt-freeness and coercion-resistance [14], the target user’s privacy is considered to be satisfied, when the target user is
able to lie about his target data, and the adversary cannot tell whether he has lied. Thus, when a protocolPw satisfies enforced-privacy
w.r.t. a target dataτ (which belongs to roleRi) and a collaboration specification〈Ψ ,Φ, cout , cin〉 defined on procesŝRi (whereRi =
νidi.ντ.R̂i ), there exists a processPf for the target user to execute, such that the adversary cannot distinguish between real collaboration
with τ = t1 and fake collaboration (by means of processPf ) with τ = t2.4

Definition 10. A well-formed protocolPw satisfies enforced-privacy (epriv) w.r.t. τ and〈Ψ ,Φ, cout , cin〉, if there exists a closed plain

processPf such that for any contextC[ ]=νcout .νcin .( |Q) satisfyingbn(Pw )∩fn(C[ ]) = ∅ andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}], we have

1. C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

2. CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[C[Pf ]],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification defined on̂Ri , andt is a free name representing
a piece of data.

The behaviour of the collaborating target user is modelled as R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}. The behaviour of the adversary in the

collaboration is implicitly modelled asQ in the contextC[ ] = νcout .νcin .( | Q). Thus a specific collaboration is modelled as
C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]. Note that sometimes the target data in the collaboration isnot decided by{t/τ}, but by the contextC[ ].

Thus, the instantiation of the target data with a specific datat1 is modelled as the equivalence relationCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}]. The first equivalence shows that even if the contextC[ ] is able to decide the target data, the target

user can still actually instantiate the target data witht2 by executing the processPf . The second equivalence shows that the adversary

cannot distinguish the target user following the collaboration in procesŝR〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ} from executing the processPf , in

the context of the adversary collaborationC[ ].

4.2 Independency-of-privacy

Next, we account for attacking third parties. Based on data-privacy, we define independency-of-privacy to capture privacy when a set
of third parties collaborate with the adversary. As different sets of third parties may differently influence the targetuser’s privacy, and
since different collaboration amongst the same third parties leads to different privacy properties, independency-of-privacy is defined with
respect to a set of third parties and a collaboration specification between them and the adversary.

4In the epistemic notion of coercion-resistance, enforced-privacy can be defined as the existence of acounter-strategyfor the target user to achieve his own goal, but the
adversary cannot distinguish it from the target user following the adversary’s instructions [28].
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Definition 11 (third parties). Given a well-formed protocolPw and an instance of the target userR̂i{id/id , t/τ}, a set of third parties is
defined as a set of usersRU = Ru1

| · · · | Rum
where∀i ∈ {1, · · · ,m},Rui

6= R̂i{id/id , t/τ}. We useRT to denote a set of attacking
third parties andRD to denote a set of defending third parties.

The collaboration between a set of attacking third partiesRT and the adversary is expressed as a collaboration specification

〈Ψ t ,Φt , ctout , c
t
in〉 defined on processRT . The behaviour of the third parties in the collaboration is modelled asR〈Ψ t ,Φt ,ctout ,c

t
in〉

T .
Inspired by the formal definitions of independency-of-prescribing-privacy [18] and vote-independence [20], independency-of-privacy

is defined as follows: a well-formed protocolPw satisfies independency-of-privacy w.r.t.τ ∈ bn(Ri) and(RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), if

the adversary cannot distinguish the honest target user executing roleRi with τ = t1 from the same user withτ = t2, even when the set
of third partiesRT collaborates with the adversary according to collaboration specification〈Ψ t ,Φt , ctout , c

t
in〉.

Definition 12. A well-formed protocolPw satisfies independency-of-privacy (ipriv) w.r.t. dataτ and attacking third parties
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) if

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ t ,Φt , ctout , c
t
in〉 is a collaboration specification of processRT .

ProcessR〈Ψ t ,Φt ,ctout ,c
t
in〉

T models collaboration betweenRT and the adversary. If the equivalence holds, then despite this collaboration,
adversary cannot distinguisĥRi{id/id i , t1/τ} in which the target user usesτ = t1 from R̂i{id/id i , t2/τ} in which the target user uses
τ = t2.

4.3 Independency-of-enforced-privacy

We define independency-of-enforced-privacy (iepriv for short) based on enforced-privacy in a similar fashion asindependency-of-privacy.
As iepriv combines enforced-privacy and independency-of-privacy,it depends on target data and collaboration. More precisely, iepriv
of a protocolPw is defined w.r.t. target dataτ ∈ bn(Ri), a collaboration specification〈Ψ ,Φ, cout , cin〉 defined on procesŝRi with
Ri = νidi.ντ.R̂i , and a set of attacking third parties together with a collaboration specification defined on the third parties pro-
cesses(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉). A well-formed protocolPw satisfiesiepriv w.r.t. τ, 〈Ψ ,Φ, cout , cin〉, and(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉),

if there exists a closed plain processPf for the target user to execute, such that, despite the help ofthird partiesRT according to
〈Ψ t ,Φt , ctout , c

t
in〉, the adversary cannot distinguish between the target user collaborating withτ = t1, and him really usingτ = t2 but

faking collaboration forτ = t1 by Pf .

Definition 13. A well-formed protocolPw satisfies independency-of-enforced-privacy (iepriv) w.r.t. data τ , 〈Ψ ,Φ, cout , cin〉, and
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉), if there exists a closed plain processPf , such that for anyC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩

fn(C[ ]) = ∅ andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ], we have

1. C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

2. CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification for̂Ri , t is a free name representing a piece of
data, and〈Ψ t ,Φt , ctout , c

t
in〉 is a collaboration specification of processRT .

This definition mainly adds the collaboration of third partiesR〈Ψ t ,Φt ,ctout ,c
t
in〉

T to Def. 10.

4.4 Coalition privacy properties

In the previous sections, a third party user is considered aseither neutral or attacking from the target user’s point of view. In this section,
we take into account third parties which cooperate with the target user to protect the target user’s privacy. Corresponding to each privacy
property defined above, we define coalition privacy properties which take into account defending third parties.

Definition 14 (defensive coalition). Given an instance of the target userR̂i{id/id , t/τ}, a set of defending third partiesRD, and a coali-
tion specification〈Θ ,∆,Π 〉 defined onRU = R̂i{id/id , t/τ} | RD, the coalition is modelled asνΩ .(R̂i{id/id , t/τ} | RD)〈Θ,∆,Π 〉

whereΩ = {c | 〈Rui
,Ruj

,M, c, y〉 ∈ Θ}. The target user’s behaviour in the coalition isR̂i{id/id , t/τ}
〈Θ,∆,Π 〉

=νη.((R̂i{id/id , t/τ})
〈Γ ,∆,Π 〉

|Pγ), whereη = {c′i, . . . , c
′
ℓ},Γ = {〈R̂i{id/id , t/τ},Ruj

,M, c, y〉 | 〈R̂i{id/id , t/τ},Ruj
,M, c, y〉 ∈ Θ},Pγ = in(c1, y

′
1).!out(c

′
1, y

′
1) |

· · · | in(cℓ, y
′
ℓ).!out(c

′
ℓ, y

′
ℓ))) with {y′1, . . . , y

′
ℓ} being fresh variables,{c1, . . . , cℓ} = {c | 〈Rui

, R̂i{id/id , t/τ},M, c, y〉 ∈ Θ} and

ξ = {(c1, y
′
1, c

′
1), . . . , (cℓ, y

′
ℓ, c

′
ℓ)}. The third parties’ behaviour in the coalition is modelled asR〈Θ,∆,Π 〉

D .
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4.4.1 Coalition-privacy

Intuitively, coalition-privacy means that a target user’sprivacy is preserved due to the cooperation of a set of defending third parties. A
well-formed protocolPw satisfies coalition-privacy w.r.t.τ ∈ bn(Ri) and(RD, 〈Θ ,∆,Π 〉) (〈Θ ,∆,Π 〉 is defined on̂Ri | RD where
Ri = νidi.ντ.R̂i ), if the adversary cannot distinguish an honest user in roleRi usingτ = t1 from the user actually usingτ = t2 while
helped by a set of defending third parties.

Definition 15. A well-formed protocolPw satisfies coalition-privacy (cpriv) w.r.t. dataτ and coalition(RD, 〈Θ ,∆,Π 〉) if

CPw
[R̂i{id/id i , t1/τ} | RD] ≈ℓ CPw

[νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Θ ,∆,Π 〉 is a coalition specification defined onRU = R̂i{id/id i , t2/τ} | RD, andΩ =
{c | 〈Rui

,Ruj
,M, c, y〉 ∈ Θ}.

In the above definition, the coalition is modelled asνΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉, where the target user instantiates the target
data witht2. The equivalence shows that the adversary cannot distinguish the target user instantiating the target data witht2 in the
coalition from the target user instantiating the target data witht1. Thus, coalition-privacy captures privacy when there exists a set of third
parties cooperating with the target user following a pre-defined coalition specification.

4.4.2 Coalition-enforced-privacy

Taking into account defending third parties, we define coalition-enforced-privacy based on enforced-privacy. As before, coalition-
enforced-privacy specifies a target dataτ and a collaboration specification of the target user〈Ψ ,Φ, cout , cin〉. As in coalition-privacy,
coalition-enforced-privacy specifies a set of defending third partiesRD and a coalition specification〈Θ ,∆,Π 〉 as well. In coalition-
enforced-privacy, the target user both cooperates with theadversary and defending third parties. Similar to enforced-privacy, we assume
that the target user lies to the adversary if it is possible. We do not assume that the target user lies to the defending third parties, as they
help the target user maintain privacy.

Intuitively, coalition-enforced-privacy means that a target user is able to lie to the adversary about his target data when helped by
defending third parties – the adversary cannot tell whetherthe user lied. This property is modelled as the combination of coalition-privacy
and enforced-privacy: a protocolPw satisfies coalition-enforced-privacy w.r.tτ ∈ bn(Ri), 〈Ψ ,Φ, cout , cin〉 and(RD, 〈Θ ,∆,Π 〉), for
〈Ψ ,Φ, cout , cin〉 a collaboration specification defined onR̂i with Ri = νidi.ντ.R̂i , and〈Θ ,∆,Π 〉 a coalition specification defined on
the target user andRD, if there exists a processPf , such that the adversary cannot distinguish between genuine collaboration withτ = t1

and faking collaboration usingPf with the help of the coalition forτ = t2.

Definition 16. A well-formed protocolPw satisfies coalition-enforced-privacy (cepriv) w.r.t. dataτ , 〈Ψ ,Φ, cout , cin〉 and(RD, 〈Θ ,∆,Π 〉),
if there exists a closed plain processPf , such that for anyC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RD], we have

1.νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

2.CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD] ≈ℓ CPw

[νη.(C[Pf ] | Pγ)) | R
〈Θ,∆,Π 〉
D )],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification defined on̂Ri , t is a free name representing a
piece of data,〈Θ ,∆,Π 〉 is a coalition specification defined onRU = R̂i{id/id i , t2/τ} | RD, Ω = {c | 〈Rui

,Ruj
,M, c, y〉 ∈ Θ},

Pγ = in(c1, y
′
1).!out(c

′
1, y

′
1) | · · · | in(cℓ, y

′
ℓ).!out(c

′
ℓ, y

′
ℓ))) with {y′1, . . . , y

′
ℓ} being fresh variables,{c1, . . . , cℓ} =

{c | 〈Rui
, R̂i{id/id , t/τ},M, c, y〉 ∈ Θ}, η = {c′1, . . . , c

′
ℓ} andξ = {(c1, y

′
1, c

′
1), . . . , (cℓ, y

′
ℓ, c

′
ℓ)}.

The collaboration between the target user and the adversaryinstantiating the target data witht1 is modelled by the equivalence
CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R̂i{id/id i , t1/τ}
〈Ψ ,∅,cout ,cin〉]. The target user’s actual behaviour of instantiating the target

data witht2 in processPf is modelled as the first equivalence. The second equivalenceshows that the adversary cannot distinguish the
process in which the target user follows the collaboration with the adversary from the process in which the target user lies to the adversary
with the help of defending third parties.

4.4.3 Coalition-independency-of-privacy

Similarly, we define coalition-independency-of-privacy with respect to a target dataτ , a set of attacking third parties with a collaboration
specification (RT , 〈Ψ

t ,Φt , ctout , c
t
in〉), and a set of defending third partiesRD with a coalition specification〈Θ ,∆,Π 〉. Note that we

require that there is no intersection between attacking third parties and defending third parties, i.e.,RT ∩ RD = ∅, as we assume a third
party cannot be both attacking and defending at the same time. A well-formed protocolPw satisfies coalition-independency-of-privacy
w.r.t. τ, (RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) and(RD, 〈Θ ,∆,Π 〉), if the adversary, even with the collaboration of a set of attacking third parties,

cannot distinguish the target user instantiatingτ = t1 from the target user actually instantiatingτ = t2 in the coalition with the help of
defending third parties.
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Definition 17. A well-formed protocolPw satisfies coalition-independency-of-privacy (cipriv) w.r.t. dataτ , (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉),

and(RD, 〈Θ ,∆,Π 〉), if

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ t ,Φt , ctout , c
t
in〉 is a collaboration specification of processRT , and〈Θ ,∆,Π 〉 is a coalition

specification defined onRU = R̂i{id/id i , t2/τ} | RD, Ω = {c | 〈Rui
,Ruj

,M, c, y〉 ∈ Θ}.

4.4.4 Coalition-independency-of-enforced-privacy

Finally, we consider the case combining all situations together: the target user collaborates with the adversary following 〈Ψ ,Φ, cout , cin〉,
a set of attacking third partiesRT collaborate with the adversary following〈Ψ t ,Φt , ctout , c

t
in〉, and a set of defending third partiesRD

and a coalition〈Θ ,∆,Π 〉). We formally define coalition-independency-of-enforced-privacy below.

Definition 18. A well-formed protocolPw satisfies coalition-independency-of-enforced-privacy (ciepriv) w.r.t. dataτ , 〈Ψ ,Φ, cout , cin〉,
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) and(RD, 〈Θ ,∆,Π 〉), if there exists a closed plain processPf such that for any contextC[ ] = νcout .νcin .( |Q)

satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT | RD] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT | RD],

we have
1.νΩ .(νη.(C[Pf ]

\(cout ,·) | Pγ) | R
〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

2. CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

≈ℓ CPw
[νΩ .(νη.(C[Pf ] | Pγ)) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification defined on̂Ri , 〈Ψ t ,Φt , ctout , c
t
in〉 is a col-

laboration specification defined onRT , 〈Θ ,∆,Π 〉 is a coalition specification defined onRU = R̂i{id/id i , t2/τ} | RD, t is a free
name representing a piece of data,Ω = {c | 〈Rui

,Ruj
,M, c, y〉 ∈ Θ}, Pγ = in(c1, y

′
1).!out(c

′
1, y

′
1) | · · · | in(cℓ, y

′
ℓ).!out(c

′
ℓ, y

′
ℓ)))

with {y′1, . . . , y
′
ℓ} being fresh variables,{c1, . . . , cℓ} = {c | 〈Rui

, R̂i{id/id , t/τ},M, c, y〉 ∈ Θ}, η = {c′1, . . . , c
′
ℓ} and ξ =

{(c1, y
′
1, c

′
1), . . . , (cℓ, y

′
ℓ, c

′
ℓ)}.

Remark. Each of the defined coalition privacy properties, namelycpriv, cepriv, cipriv or ciepriv, must specify a coalition (the set of
defending third parties and the coalition specification). In a protocol, a target user’s privacy may be preserved or enforced with the help of
different coalitions. We can formulate the coalition privacy properties by requiring the existence of such coalitions. This leads to a more
general version of coalition privacy properties, where thecoalition is not specified. The general version of a coalition privacy property
can be easily deduced from its corresponding specific property. For instance, a genericcpriv can be defined as the existence of a set
of defending third partiesRD and a coalition specification〈Θ ,∆,Π 〉, such that coalition-privacy is preserved. The general version of
coalition privacy properties allow us to reason about the existence of a coalition (a strategy) such that a user’s privacy is preserved. How
to find such a coalition is an interesting topic for studying coalition privacy properties.

5 Relations between the Privacy Notions

We show the relations between the privacy properties in Fig.2: we useρ to denote the specification of a target user’s collaborationwith
the adversary〈Ψ ,Φ, cout , cin〉, θ to denote the specification of a set of attacking third parties and their collaboration with the adversary
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉), andδ to denote the specification of a set of defending third parties and their coalition with the target user

(RD, 〈Θ ,∆,Π 〉).
The left diamond in Fig. 2 shows the relations between privacy properties which do not consider defending third parties while the right

diamond shows the relations between privacy properties which consider defending third parties. In the left diamond,eprivρ andiprivθ are
stronger thanpriv, meaning that if a protocol satisfieseprivρ or iprivθ, then the protocol satisfiespriv. Intuitively, if the adversary cannot
break privacy with the help from the target user (ineprivρ) or from a set of attacking third parties (iniprivθ), the adversary cannot break
privacy without any help (inpriv). Similarly, if the adversary cannot break privacy with thehelp from both target user and attacking third
parties (inieprivρ,θ), the adversary cannot break privacy with the help from onlyone of them (ineprivρ and iprivθ). Thus,ieprivρ,θ is
stronger than both enforced-privacyρ andiprivθ. This is described as Thm. 1.

Theorem 1. (1) ∀θ, ieprivρ,θ =⇒ eprivρ, (2)∀ρ, ieprivρ,θ =⇒ iprivθ, (3) ∀ρ, eprivρ =⇒ priv, and (4)∀θ, iprivθ =⇒ priv.

Proof sketch: The proof of∀ρ, ieprivρ,θ =⇒ iprivθ and∀ρ, eprivρ =⇒ priv follows the strategy of how to prove coercion-resistance
=⇒ receipt-freeness=⇒ vote-privacy given by Delaune et al. [14]. For allρ, when a protocol satisfieseprivρ, for an adversary context

C[ ], three equivalences in Def. 10 hold. From the equivalences,we can deduce thatCPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] ≈ℓ CPw

[C[Pf ]].
By applying the evaluation contextνcout .( |!in(cout , x)) on both side of the equivalence, we prove thatCPw

[R̂i{id/id i , t1/τ}] ≈ℓ

CPw
[C[Pf ]

\(cout ,·)]. Because of the first equivalence in Def. 10:C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ}, we deduce the equivalence

CPw
[R̂i{id/id i , t1/τ}] ≈ℓ CPw

[R̂i{id/id i , t2/τ}]. This coincides with the equivalence in Def. 4. Thus we provethat∀ρ, eprivρ =⇒
priv. Similarly we prove∀ρ, ieprivρ,θ =⇒ iprivθ.
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Figure 2: Relations of the privacy notions

ieprivρ,θ

cieprivρ,θ,δ

eprivρ iprivθ

ceprivρ,δ ciprivθ,δ

priv

cprivδ

∃δ

∃δ ∃δ

∃δ

∀θ, iprivθ =⇒ priv can be proved as follows: for an adversary contextC[ ]=νctout .νc
t
in .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ ∧

CPw
[C[R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ CPw
[R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]), we show thatiprivθ =⇒ priv. By applyingC[ ] and the evaluation contextνctout .( |

!in(ctout , x)) on both side of the equivalence in Def. 12, we haveCPw
[R̂i{id/id i , t1/τ} | RT ] ≈ℓ CPw

[R̂i{id/id i , t2/τ} | RT ]. By
applying rule!P ≡ P |!P , the third parties’ behaviourRT is absorbed by the environment. Thus, the equivalence in Def. 4 is satisfied.
Similarly reasoning holds for proving∀θ, ieprivρ,θ =⇒ eprivρ. Precise proofs are available in the technical report [19].

Moreover, the implication relations in Thm. 1 are uni-directional, in the sense that we can disprove the opposite directions by present-
ing counter-examples (see details in [19]). We can apply thesame technique to prove the relations in the right diamond. Thus we have
the following theorem.

Theorem 2. (1) ∀θ, cieprivρ,θ,δ =⇒ ceprivρ,δ, (2) ∀ρ, cieprivρ,θ,δ =⇒ ciprivθ,δ, (3) ∀ρ, ceprivρ,δ =⇒ cprivδ, and (4)∀θ,
ciprivθ,δ =⇒ cprivδ.

Each privacy property in the left diamond has a weaker corresponding property in the right diamond, meaning that if a protocol
satisfies a privacy property in the left diamond, there exists a coalition such that the property satisfies the corresponding coalition privacy
property in the right diamond. Intuitively, if a protocol preserves privacy of a target user without any help from third parties, the protocol
can still preserve his privacy with the help from others.

Theorem 3. (1) cieprivρ,θ =⇒ ∃δ, cieprivρ,θ,δ, (2) eprivρ =⇒ ∃δ,ceprivρ,δ, (3) iprivθ =⇒ ∃δ, ciprivθ,δ, and (4)priv =⇒ ∃δ,
cprivδ.

Proof sketch: When a protocol satisfiespriv, the equivalence in Def. 4 holds. It is easy to see that the equivalence in Def. 4 coincides
with the one in Def. 15 when the coalition is set empty. The same reasoning holds for proving other relations in the theorem.

Generally, given a set of defending third partiesRD, when a protocol satisfiespriv, the requirement that the protocol also satisfies
cprivδ is νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉 ≈ℓ R̂i{id/id i , t2/τ} | RD. When the coalition is of the form〈Θ , ∅, ∅〉, this requirement
is satisfied. However, not all coalition specifications defined onRD can satisfy the requirement. Therefore, even when a protocol satisfies
priv, some coalition specification may fail to satisfycprivδ. The observation holds for other relations in Thm. 3 as well.5

Remark. Dreier et al. [22] build a hierarchy of privacy notions, using a modular approach, in voting considering the following dimensions:
1) No communication between the target user and the adversary, target voter forwarding information or interactive communication
(coercion). The latter two cases can be instantiated by a collaboration specification. 2) All other voters are neutral, or a voter is controlled
by the adversary. The second case can be instantiated as a third party collaboration specification. 3) The adversary knows any behaviour
of the counterbalancing voter, or the adversary knows some behaviour of the counterbalancing voter. These two cases canbe instantiated
by third party collaboration. 4) The target voter is forced to abstain or not. The forced-abstain-attack is not considered in our hierarchy,
since we focus on data privacy, not behavioural privacy. In addition, as stated by Jonker and Pang [24], forced abstention is trivial if the
adversary has a full view of the network. We do coverforced vote spoiling[24] where the adversary forces the voter to produce an invalid
ballot. In summary, the vote-privacy notions in the hierarchy of [22] (except for forced abstention) are instances ofcpriv, cipriv, cepriv
andciepriv. Thus, our hierarchy is more general as well as domain-independent.

6 Discussion

In this section, we briefly show that several existing domain-specific privacy properties can be instantiated as one of our privacy properties.
Then, we show some directions to further extend the privacy properties. For details, see [19].

5Note that the requirement ‘∃δ’ makes the coalition privacy properties in Thm. 3 coincide with their general extensions as discussed previously in Sect.4.4.
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6.1 Application

Privacy notions modelled as strong secrecy can be captured by data-privacy. For instance, anonymity [3] is data-privacy where the target
data is a user’s identity. Various domain-specific properties, which capture privacy in domains where data-privacy is too strong to be
satisfied, can be instantiated by coalition-privacy. For instance, bidding-privacy [16] in sealed-bid e-auctions is defined as the adversary
cannot determine a bidder’s bidding-price, assuming the existence of a winning bid. This can be instantiated as coalition-privacy where
the target data is a bid, the defending third party is the winning bidder and the coalition specification is〈∅, ∅, ∅〉. Vote-privacy [27] is
defined as the adversary cannot determine a voter’s vote withthe existence of a counter-balancing voter. This can be instantiated as
coalition-privacy where the target data is a vote, the defending third party is the counter-balancing voter and the coalition specification is
〈∅,∆, ∅〉 where the substitution∆ specifies how to replace the counter-balancing voter’s vote.

Enforced privacy notions like receipt-freeness or coercion-resistance can be captured by either enforced-privacy orcoalition-enforced-
privacy. Receipt-freeness [14] in voting can be instantiated by coalition-enforced-privacy, where the target data and the coalition are the
same as in vote-privacy, and the collaboration specification is 〈Ψ , ∅, cout , cin〉 whereΨ contains all private terms generated and read-in
in the target voter process. In a similar way, coercion-resistance [14] in voting is an instance of coalition-enforced-privacy.

The two independency of privacy properties, i.e., independency-of-prescribing-privacy and independence-vote-privacy are instances
of coalition-independency-of-privacy. For example, independence-vote-privacy [20] can also be considered as an instance of coalition-
independency-of-privacy, where the target data and the coalition are the same as in vote-privacy, the set of attacking third parties is a third
voter, and the collaboration specification of the third voter is 〈Ψ , ∅, cout , cin〉 whereΨ are all generated and read-in terms in the third
voter process.

6.2 Extension

Each property in the hierarchy can be instantiated in many different forms by specifying the parameters of the property (such as target
data, collaboration, coalition). Furthermore, only the target user is allowed to lie to the adversary – we do not consider lying third parties.
This can happen when third parties are coerced to collaborate with the adversary. By sharing their real information, thethird parties’
privacy may be broken. To protect their own privacy, third parties may lie as well. For example, in social networks, it is desirable that a
user can lie to the adversary about the link between the identity and pseudonym of his friends [4]. This requirement aims to protect the
unlinkability of identity and pseudonym of the user’s friend. The coerced user is considered as a third party and he is assumed to lie to
the adversary. Such a property can be formalised like enforced-privacy: if there exists a processPf in which a coerced (collaboration
specification〈Ψ t ,Φt , ctout , c

t
in〉) third partyRt is able to lie such that the adversary cannot tell whether he lied or not, then the protocol

enforces the target user’s privacy. Formally,CPw
[R

〈Ψ t ,Φt ,ctout ,c
t
in〉

t | R̂i{id/id i , t1/τ}] ≈ℓ CPw
[Pf | R̂i{id/id i , t2/τ}]. Other properties,

such asipriv, iepriv, cipriv andciepriv, can be extended in a similar way.

7 Conclusion and Future Work

In this paper, we have identified (enforced) privacy notionsin the presence of third parties. We formalised the collaboration of users,
including the target user and attacking third parties, withthe adversary and the coalition among users (the target userwith defending third
parties) in a generic way. The identified privacy notions areformally defined in the applied pi calculus. We presented therelations among
the properties as a privacy hierarchy. We also showed that various existing privacy properties in the literature can be instantiated as one
of the properties in the hierarchy.

We have already mentioned a few interesting research directions in the paper, for example, how to find a coalition and synthesize
strategy for the coalition to satisfy some coalition privacy properties for a protocol, and how to extend our privacy hierarchy to capture
situations where a third party is coerced but has a strategy to lie to the adversary. One important future work is to apply our privacy
notions to real-world applications such as online social networks.
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Theorem 1. If A ≈ℓ B andB ≈ℓ C, thenA ≈ℓ C.

Theorem 2. If A ≡ B andC ≡ D, andA ≈ℓ C thenB ≈ℓ D.

Theorem 3. Let Q be a closed plain process andcout be a channel name such thatcout 6∈ fn(Q) ∪ bn(Q). Let Ch [ ] = νcout .( |

in(cout , x)). We haveQ〈Ψ ,∅,cout ,cin〉
\(cout ,·)

= νcout .(Q
〈Ψ ,∅,cout ,cin〉 | in(cout , x)) ≈ℓ Q [14]

Corollary 1. LetQ be a closed plain process and〈Γ , ∅, ∅〉 be a coalition defined onQ whereΓ represents termsQ forwarding to others.
Information inΓ is sent on a set of channelsµ. µ = {c1, . . . , cn} = {c | 〈Q ,Ruj

,M, c, y〉 ∈ Γ} such thatci 6∈ fn(Q) ∪ bn(Q). Let

Ch [ ] = νµ.( |!in(c1, x1) | · · · |!in(cn, xn)) (x1, . . . , xn 6∈ bv(R) ∪ fv(R)). We haveQ〈Γ ,∅,∅〉\(µ,·) = νµ.(Q〈Γ ,∅,∅〉 |!in(c1, x1) | · · · |
!in(cn, xℓ)) ≈ℓ Q

This can be proved by applying Thm. 3 multiple times.

Theorem 4. Let C1 [ ] = νũ1.( | B1) andC2 [ ] = νũ2.( | B2) be two evaluation contexts such that̃u1 ∩ (fv(B2) ∪ fv(B2)) = ∅ and
ũ2 ∩ (fv(B1) ∪ fv(B1)) = ∅. We have thatC1 [C2 [A]] ≡ C2 [C1 [A]] for any extended process A [14].

Theorem 5. LetA | B be a process,c be a channel name inA, c never appears inB. (A | B)
\(c,·) ≡ A\(c,·) | B.

Proof.
(A | B)

\(c,·)
= νc.((A | B) |!in(c, x))

A\(c,·) | B = (νc.(A |!in(c, x))) | B

Sincec never appears inB, we have (ruleNEW-PAR)

(νc.(A |!in(c, x))) | B ≡ νc.((A |!in(c, x)) | B),

Because of rulePAR-C and rulePAR-A, we have

(A | B) |!in(c, x) ≡ A |!in(c, x) | B,

Thus,
νc.((A | B) |!in(c, x)) ≡ νc.((A |!in(c, x)) | B).

By transitivity of structural equivalence, we have
(A | B)

\(c,·) ≡ A\(c,·) | B.

A Thm. 1

(3) ∀ρ, eprivρ =⇒ priv
We prove the statement in the following two directions: 1.∀ρ, eprivρ =⇒ priv 2. ∃ρ, priv 6=⇒ eprivρ

1. ∀ρ, when a protocol satisfieseprivρ, we prove that the protocol also satisfiespriv.

For a collaborationρ = 〈Ψ ,Φ, cout , cin〉, when a well-formed protocolPw satisfiesepriv w.r.t. τ and〈Ψ ,Φ, cout , cin〉, there
exists a closed plain processPf , such that for any contextC[ ]=νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eq1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}],

we have
eq2:

C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

and
eq3:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[C[Pf ]].

1) According to Lemma 1 (transitivity of≈ℓ), combining (eq1) and (eq3), we have
eq4:

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] ≈ℓ CPw

[C[Pf ]].

2) By applying the evaluation contextCh [ ] = νcout .( |!in(cout , x)) (x is a fresh variable) on both sides of (eq4), we have
eq5:

Ch [CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}]] ≈ℓ Ch [CPw

[C[Pf ]]].
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3) According to Lemma 4, by swapping position of contextCh [ ] andCPw
[ ], the left side of (eq5) is structural equivalent to

CPw
[Ch [R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}]],

and the right side of (eq5) is structural equivalent toCPw
[Ch [C[Pf ]]]. According to Lemma 2, the above two processes are bisimilar,

that is
eq6:

CPw
[Ch [R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}]] ≈ℓ CPw

[Ch [C[Pf ]]].

4) By Lemma 3, we have the following equivalence

Ch [R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] ≈ℓ R̂i{id/id i , t1/τ}.

By applying the contextCPw
[ ] on both sides of the above equivalence, we have

eq7:
CPw

[Ch [R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}]] ≈ℓ CPw

[R̂i{id/id i , t1/τ}].

That is, the left side of (eq6) is equivalent toCPw
[R̂i{id/id i , t1/τ}].

5) By Lemma 3, we haveC[Pf ]
\(cout ,·) = Ch [C[Pf ]]. Thus, we can replace the processC[Pf ]

\(cout ,·) in (eq2) with Ch [C[Pf ]]. That
is, Ch [C[Pf ]] ≈ℓ R̂i{id/id i , t2/τ}. By applying contextCPw

[ ] on both sides of the above equivalence, we have
eq8:

CPw
[Ch [C[Pf ]]] ≈ℓ CPw

[R̂i{id/id i , t2/τ}].

That is, the right side of (eq6) is equivalent toCPw
[R̂i{id/id i , t2/τ}].

6) According to Lemma 2, combining (eq6), (eq7) and (eq8), we have
eq9:

CPw
[R̂i{id/id i , t1/τ}] ≈ℓ CPw

[R̂i{id/id i , t2/τ}].

The equivalence (eq9) coincides with the equivalence in Def. 4. Thus, the protocol Pw satisfiespriv.

2. There existsρ such thatpriv 6=⇒ eprivρ.

We prove the statement by showing an example in which a protocol satisfiespriv but noteprivρ for someρ as in Ex. 1.

Example 1. ProtocolQ = νr.νs.out(c, enc(s, r)) wherec is a public channel, satisfiespriv w.r.t. s, but notepriv w.r.t. s and
〈{r}, ∅, cout , cin〉. The adversary cannot distinguishenc(s1, r) and enc(s2, r), thus the protocol satisfiespriv w.r.t s. However,
whenQ is coerced to revealr, there is no way forQ to cheat the adversary. Because of the perfect encryption assumption, any
other nonce cannot be used to decyptedenc(s, r), thus, the adversary will find out whether the user lied.

(4) ∀θ, iprivθ =⇒ priv
Note that iniprivθ, we assume the existence of a set of attacking third partiesRT . Thus, when we considerpriv, we have the same

assumption that there exists the same set of third partiesRD.
We prove the statement in the following two directions: 1.∀θ, iprivθ =⇒ priv 2. ∃θ, priv 6=⇒ iprivθ

1. ∀θ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a protocol satisfiesiprivθ, we prove that the protocol also satisfiespriv with the existence of

RT .

For a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a well-formed protocolPw satisfiesipriv w.r.t. τ and

(RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), the following equivalence holds.

eqi1:

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

Similar as in definitions of enforced privacy properties likeepriv, we separate the adversary’s ability of coercing from distinguishing
differences of two processes, and model the ability of providing information for collaborating users as a context. Since for all
contexts of the adversary which provides information for the collaborating third parties, the protocol satisfiesiprivθ, thus, for the
following contextCt [ ], which supplies information needed by the collaborating third parties, the protocol satisfiesiprivθ.

Ct [ ]=νctout .νc
t
in .( |Q)

satisfyingbn(Pw ) ∩ fn(Ct [ ]) = ∅ and
eqi2:

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ R
〈Ψ t ,∅,ctout ,c

t
in〉

T ,

2) By applying the contextCt [ ] on both sides of (eqi1), we have
eqi3:

Ct [CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ Ct [CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]].
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3) By applying the evaluation contextCt
h [ ] = νctout .( | in(ctout , x)) (x is a fresh variable), on both sides of (eqi3), we have

eqi4:

Ct
h [Ct [CPw

[R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ C
t
h [Ct [CPw

[R̂i{id/id i , t2/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

4) According to Lemma 4, by swapping contextsCt
h [ ] andCPw

[ ], the left side of (eqi4) is structural equivalent to

CPw
[Ct

h [Ct [R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]]

That is,
eqi5:

Ct
h [Ct [CPw

[R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≡ CPw
[Ct

h [Ct [R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]]

Sincectout andctin are fresh channel names, they do not appear inR̂i{id/id i , t1/τ}. According to Lemma 5, we have are able to
move the position of the contextCt

h [ ], thus have
eqi6:

CPw
[Ct

h [Ct [R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≡ CPw
[R̂i{id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

Thus, combining (eqi5) and (eqi6), we have
eqi7:

Ct
h [Ct [CPw

[R̂i{id/id i , t1/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≡ CPw
[R̂i{id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

5) Similarly, the right side of (eqi4) satisfies the following equivalence,
eqi8:

Ct
h [Ct [CPw

[R̂i{id/id i , t2/τ} | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≡ CPw
[R̂i{id/id i , t2/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

6) According to Lemma 2, combining (eqi7), (eqi8) and (eqi4), we have
eqi9:

CPw
[R̂i{id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

7) By applying the contextCt
h [ ] on both sides of (eqi2), we obtain

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ C
t
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ].

According to Lemma 3, from the above equivalence, we have

Ct
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ] ≈ℓ RT .

By Lemma 1 (transitivity of the above two equivalences), we have
eqi10:

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ RT .

8) Thus, the left side of (eqi9) satisfies the following equivalence (by applying contextCPw
[R̂i{id/id i , t1/τ} | ] on both sides

of (eqi10))

CPw
[R̂i{id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[R̂i{id/id i , t1/τ} | RT ].

The right side of (eqi9) satisfies the following equivalence (by applying contextCPw
[R̂i{id/id i , t2/τ} | ] on both sides of

(eqi10))

CPw
[R̂i{id/id i , t2/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | RT ].

According to Lemma 1 (transitivity), from (eqi9), we have
eqi11:

CPw
[R̂i{id/id i , t1/τ} | RT ] ≈ℓ CPw

[R̂i{id/id i , t2/τ} | RT ]

9) According to the definition of third parties (Def. 11), third parties are third party processes running in parallel. The context
CPw

[ ] has the following form
CPw

[ ] = νc̃.(genkey |!R1 | . . . |!Rp | ).

Thus, according to rule
!P ≡ P |!P,

RT can be absorbed by the context. Thus,CPw
[ | RT ] is a type of context where there requiresRT to be present. We define

C
′

Pw
[ ] = CPw

[ | RT ], whereRT has to be present in the context, we have
eqi12:

C
′

Pw
[R̂i{id/id i , t1/τ}] ≈ℓ C

′

Pw
[R̂i{id/id i , t2/τ}]

Therefore, the protocol satisfiespriv w.r.t. τ with the existence ofRT .
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2. There existsθ such thatpriv 6=⇒ iprivθ.

We prove the statement by showing an example in which a protocol satisfiespriv but notiprivθ for someθ as in Ex. 2.

Example 2. The following protocol
P = Q | Q′

Q = νs.out(c, s)
Q′ = in(c, x)

wherec is an untappable channel, satisfiespriv w.r.t. s, but notipriv w.r.t. s and(Q′, 〈{x}, ∅, cout , cin〉). Since the communication
is untappable, the adversary cannot distinguishenc(s1, r) from enc(s2, r), thus the protocol satisfiespriv w.r.t. s. However, when
the communication partnerQ′ reveals the secret information he reads in on the untappablechannel,s is revealed.

(2) ∀ρ, ieprivρ,θ =⇒ iprivθ
Similar as proving∀ρ, eprivρ =⇒ priv, we prove the statement in the following two directions: 1.∀ρ, ieprivρ,θ =⇒ iprivθ 2.

∃ρ, θ, iprivθ 6=⇒ ieprivρ,θ

1. ∀ρ, when a protocol satisfiesieprivρ,θ for someθ, we prove that the protocol also satisfiesiprivθ.

For a collaborationρ = 〈Ψ ,Φ, cout , cin〉, when a well-formed protocolPw satisfiesiepriv w.r.t. τ , 〈Ψ ,Φ, cout , cin〉 and
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) there exists a closed plain processPf , such that for any contextC[ ] = νcout .νcin .( |Q) satisfying

bn(Pw ) ∩ fn(C[ ]) = ∅ and
eqie1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ],

we have
eqie2:

C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

and
eqie3:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

We first prove the following statement: If a context which provides information for the collaborating target userC
′

[ ] = νcout .νcin .( |Q
′)

satisfiesbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqie4:

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ],

then this context satisfies (eqie1) whenRT exists.

Proof. Since (eqie4) holds for any context of the adversary which provides information for the collaborating third parties, for a
specific contextCt [ ] of the adversary providing information for the collaborating third parties, (eqie4) should hold.

Ct [ ]=νctout .νc
t
in .( |Q)

satisfyingbn(Pw ) ∩ fn(Ct [ ]) = ∅ and
eqie41:

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ R
〈Ψ t ,∅,ctout ,c

t
in〉

T ,

Since (eqie4) holds in contextCt [ ], we apply contextCt [ ] and evaluation contextCt
h [ ] = νctout .( |!in(ctout , x)) (x is a fresh

variable) on both sides of (eqie4), we have
eqie42:

Ct
h [Ct [CPw

[C
′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ C
t
h [Ct [CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]].

Similar as proving∀θ, iprivθ =⇒ priv, by Lemma 5, we move the position of the contextsCt [ ] andCt
h [ ], and have

eqie43:

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]]

By applying contextCt
h [ ] on both sides of (eqie41) we have

eqie44:

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ C
t
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ].
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According to Lemma 3, we have

Ct
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ] ≈ℓ RT

Thus, by transitivity, combining the above equivalence and(eqie44), we have
eqie45:

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ RT

By applying contextCPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | ] on both sides of (eqie45), we have

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ]

By applying contextCPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | ] on both sides of (eqie45), we have

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ]

Because of (eqie43), combining the above two equivalences, we have

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ]

Thus, the statement is proved.

1) Since the contextC
′

[ ] satisfiesbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqie51:(replacingC[ ] with C

′

[ ] in (eqie1))

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ],

for C
′

[ ], (eqie2) and (eqie3) should hold by replacingC[ ] with C
′

[ ].
eqie52:

C
′

[Pf ]
\(cout ,·)

≈ℓ R̂i{id/id i , t2/τ},

eqie53:

CPw
[C

′

[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C

′

[Pf ] | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ].

2) Combining (eqie4) and (eqie53), we have
eqie6:

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C

′

[Pf ] | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ].

3) By applying evaluation contextCh [ ] = νcout .( |!in(cout , x)) (x is a fresh variable) on both sides of (eqie6), we have
eqie7:

Ch [CPw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ Ch [CPw
[C

′

[Pf ] | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]].

4) By Lemma 4 and Lemma 5, we move the position of contextCh [ ] and have
eqie8:

CPw
[Ch [R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[Ch [C

′

[Pf ]] | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ].

6) Because of Lemma 3,
Ch [R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}] ≈ℓ R̂i{id/id i , t1/τ},

thus we have that the left side of (eqie8) is equivalent to

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

Because of (eqie52), we have

Ch [C
′

[Pf ]] = C
′

[Pf ]
\(cout ,·)

≈ℓ R̂i{id/id i , t2/τ}.

Thus, by applying contextCPw
[ | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] on both sides of the equivalence, we have that the right side of (eqie8) is
equivalent to

CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

By Lemma 1 (transitivity), we have

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

The above equivalence coincides with the equivalence inipriv (Def: 12). Thus, the protocol satisfiesiprivθ.
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There existsρ, θ such thatiprivθ 6=⇒ ieprivρ,θ.

We prove the statement by showing an example in which a protocol satisfiesiprivθ but notieprivρ,θ for someρ as in Ex. 3.

Example 3. Protocol
P = Q | Q′

Q = νr.νs.out(c, enc(s, r))
Q′ = in(c, x)

wherec is a public channel, satisfiesipriv w.r.t. s and (Q′, 〈{x}, ∅, cout , cin〉), but not iepriv w.r.t. s, 〈{r}, ∅, cout , cin〉 and
(Q′, 〈{x}, ∅, cout , cin〉). The revealing of information from third partyQ′ does not help increase the adversary’s knowledge. The
adversary cannot distinguishenc(s1, r) andenc(s2, r), even whenQ′ reveals information, thus the protocol satisfiesipriv w.r.t. s
and(Q′, 〈{x}, ∅, cout , cin〉). However, whenQ is coerced to revealr, there is no way forQ to cheat the adversary. Because of the
perfect encryption assumption, any other nonce cannot be used to decryptenc(s, r), thus, the adversary will find out whether the
user lied. Thus, the protocol does not satisfyiepriv w.r.t. s, 〈{r}, ∅, cout , cin〉 and(Q′, 〈{x}, ∅, cout , cin〉).

(1) ∀θ, ieprivρ,θ =⇒ eprivρ
We prove the statement in the following two directions: 1.∀θ, ieprivρ,θ =⇒ eprivρ 2. ∃ρ, θ, eprivρ 6=⇒ ieprivρ,θ

1. ∀θ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a protocol satisfiesieprivρ,θ for someρ, we prove that the protocol also satisfieseprivρ with

the existence ofRT .

For a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a well-formed protocolPw satisfiesiepriv w.r.t. τ ,

〈Ψ ,Φ, cout , cin〉 and(RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), there exists a closed plain processPf , such that for any contextC[ ] = νcout .νcin .( |Q)

satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqiee1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ],

we have
eqiee2:

C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

eqiee3:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

1) Since for any context of the adversary which provides information for the collaborating third parties, the equivalence (eqiee3)
holds. Thus, for the following contextCt [ ] of the adversary, the equivalence still holds.Ct [ ] = νctout .νc

t
in .( | Q) satisfying

bn(Pw ) ∩ fn(Ct [ ]) = ∅ and
eqiee4:

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ R
〈Ψ t ,∅,ctout ,c

t
in〉

T .

That is, by applying the contextCt [ ] on both sides of (eqiee3), we have,
eqiee5:

Ct [CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ Ct [CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]].

2) By applying the evaluation contextCt
h [ ] = νctout .( |!in(ctout , x)) (x is a fresh variable), on both sides of (eqiee5), we have

eqiee6:

Ct
h [Ct [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ C
t
h [Ct [CPw

[C[Pf ] | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

3) By Lemma 4 and Lemma 5, we move the position of the contextsCt
h [ ] andCt [ ] in (eqiee6) and have

eqiee7:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ CPw
[C[Pf ] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]].

4) By applying contextCt
h [CPw

[C[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | ]]] on both sides of (eqiee4), we have

eqiee8:

Ct
h [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ C
t
h [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]].

5) By Lemma 5, we move the position of contextCt
h [ ] and have

eqiee9:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]].

6) By Lemma 1 (transitivity), combining (eqiee7) and (eqiee9),we have
eqiee10:

CPw
[C[Pf ] | C

t
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | C

t
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]].
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7) According to Lemma 3 (hide on channel), we have

Ct
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ] ≈ℓ RT .

8) By Lemma 1 (transitivity), combining the above equivalence and (eqiee4), we have

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ RT .

9) Thus, by applying contextCPw
[C[Pf ] | ] on both sides of the above equivalence, the left side of (eqiee10) is bisimilar to

CPw
[C[Pf ] | RT ]

and by applying contextCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | ] on both sides of the above equivalence, the right side of (eqiee10)

is bisimilar to
CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ].

Thus,
eqiee11:

CPw
[C[Pf ] | RT ] ≈ℓ CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ].

10) Because of rule
!P ≡ P |!P,

RT can be absorbed by the context. That is,CPw
[ | RT ] is a type of context where there requiresRT to be present. We define

C
′

Pw
[ ] = CPw

[ | RT ], whereRT has to be present in the context, Thus, we have
eqiee12:

C
′

Pw
[C[Pf ]] ≈ℓ C

′

Pw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]].

From (eqiee1), by replacing the contextCPw
[ ] with C

′

Pw
[ ], we have

eqiee13:
C

′

Pw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ C

′

Pw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}],

Therefore, for any contextC[ ] satisfying (eqiee13), (eqiee2) and (eqiee12) hold. Thus, the protocol satisfieseprivρ.

2. There existsθ, ρ such thateprivρ 6=⇒ ieprivρ,θ.

We prove the statement by showing an example in which a protocol satisfieseprivρ but notieprivρ,θ for someθ as in Ex. 4.

Example 4. The following protocol
P = Q | Q′

Q = νs.out(c, s)
Q′ = in(c, x)

wherec is an untappable channel, satisfiesepriv w.r.t. s and 〈{s}, ∅, cout , cin〉, but not iepriv w.r.t. s, 〈{s}, ∅, cout , cin〉 and
(Q′, 〈{x}, ∅, cout , cin〉). Since the communication is untappable,Q can lie abouts to bes′, the adversary cannot detect whether
Q lied, thus the protocol satisfiesepriv w.r.t. s and〈{s}, ∅, cout , cin〉. However, when the communication partnerQ′ reveals the
secret information that he reads in on the untappable channel, s is revealed. Thus, the protocol does not satisfiesiepriv w.r.t. s,
〈{s}, ∅, cout , cin〉 and(Q′, 〈{x}, ∅, cout , cin〉).

B Thm. 2

(3) ∀ρ, ceprivρ,δ =⇒ cprivδ
With the above assumption, we prove the statement in the following two directions: 1.∀ρ, ceprivρ,δ =⇒ cprivδ 2. ∃ρ, δ, cprivδ

6=⇒ ceprivρ,δ

1. ∀ρ, when a protocol satisfiesceprivρ,δ for someδ, we prove that the protocol also satisfiescprivδ.

For a collaborationρ = 〈Ψ ,Φ, cout , cin〉, when a well-formed protocolPw satisfiescepriv w.r.t. τ , 〈Ψ ,Φ, cout , cin〉 and
(RD, 〈Θ ,∆,Π 〉), there exists a closed plain processPf , such that for any contextC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩
fn(C[ ]) = ∅ and
eqc1:

CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉]] ≈ℓ CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉],

we have
eqc2:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

22



eqc3:
CPw

[C[R̂i{id/id i , t/τ}
〈Ψ ,Φ,cout ,cin〉] | RD] ≈ℓ CPw

[νΩ .((νη.(C[Pf ] | Pγ)) | R
〈Θ,∆,Π 〉
D )].

1) By applying contextCh [ ] on both side of (eqc3), we have
eqc4:

Ch [CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉] | RD ]] ≈ℓ Ch [CPw
[νΩ .((νη.(C[Pf ] | Pγ)) | R

〈Θ,∆,Π 〉
D )]].

2) By Lemma 5, we move the position ofCh [ ], and have
eqc5:

CPw
[Ch [C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉]] | RD] ≈ℓ CPw
[νΩ .((νη.(Ch [C[Pf ]] | Pγ)) | R

〈Θ,∆,Π 〉
D )].

3) The contextCPw
[ ] has the following form:

CPw
[ ] = νc̃.(genkey |!R1 | . . . |!Rp | ).

Because of (eqc1) and rule!P ≡ P |!P, we have
eqc6:

CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉] | RD] ≈ℓ CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RD].

4) By applyingCh [ ] on both side of (eqc6), we have
eqc7:

Ch [CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉] | RD ]] ≈ℓ Ch [CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RD ]].

5) By Lemma 5, we move the position ofCh [ ] and have
eqc8:

CPw
[Ch [C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉]] | RD] ≈ℓ CPw
[Ch [R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉] | RD].

6) By Lemma 1, combining (eqc5) and (eqc8), we have
eqc9:

CPw
[Ch [R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉] | RD] ≈ℓ CPw
[νΩ .((νη.(Ch [C[Pf ]] | Pγ)) | R

〈Θ,∆,Π 〉
D )].

7) By Lemma 3, we have
Ch [R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉] ≈ℓ R̂i{id/id i , t1/τ}

Thus, we have (by applying contextCPw
[ | RD] on the above equivalence)

eqc10:
CPw

[Ch [R̂i{id/id i , t1/τ}
〈Ψ ,∅,cout ,cin〉] | RD] ≈ℓ CPw

[R̂i{id/id i , t1/τ} | RD].

That is, the left side of (eqc9) is equivalent to

CPw
[R̂i{id/id i , t1/τ} | RD].

8) According to Lemma 3, we have

νΩ .((νη.(Ch [C[Pf ]] | Pγ)) | R
〈Θ,∆,Π 〉
D ) = νΩ .(νη.(C[Pf ]

\(cout ,·) | Pγ) | R
〈Θ,∆,Π 〉
D )

Because of (eqc2), we have
eqc11:

νΩ .((νη.(Ch [C[Pf ]] | Pγ)) | R
〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉.

9) By applying contextCPw
[ ] on both sides of (eqc11), we have

eqc12:
CPw

[νΩ .((νη.(Ch [C[Pf ]] | Pγ)) | R
〈Θ,∆,Π 〉
D )] ≈ℓ CPw

[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉].

That is, the right side of (eqc9) is equivalent to

CPw
[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉].

10) Combining (eqc10) and (eqc12), we have

CPw
[R̂i{id/id i , t1/τ} | RD] ≈ℓ CPw

[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉].

Therefore, the protocol satisfiescpriv.

23



2. There existsρ, δ such thatcprivδ 6=⇒ ceprivρ,δ.

We prove the statement by showing an example in which a protocol satisfiescprivδ but notceprivρ,δ for someρ, δ. As shown
in Sect. 6, vote-privacy is an instance ofcpriv where the defending third party is the counter-balancing voter, and the coalition
is the counter-balancing voter replaces his vote to counterbalance to target voter’s vote, and receipt-freeness is an instance of
cepriv with the same defending third party and coalition. The protocol FOO92 [23] is shown that it satisfies vote-privacy but not
receipt-freeness [14].

(4) ∀θ, ciprivθ,δ =⇒ cprivδ
We prove the statement in the following two directions: 1.∀θ, ciprivθ,δ =⇒ cprivδ 2. ∃θ, δ, cprivδ 6=⇒ ciprivθ,δ

1. ∀θ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a protocol satisfiesiprivθ,δ for someδ, we prove that the protocol also satisfiescprivδ with

the existence ofRT .

For a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a well-formed protocolPw satisfiescipriv w.r.t. τ ,

(RT , 〈Ψ
t ,Φt , ctout , c

t
in〉) and(RD, 〈Θ ,∆,Π 〉) the following equivalence holds.

eqci1:

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

Since for all context of the adversary which supplies information needed by the collaborating third parties the protocol satisfies
ciprivθ,δ, thus, for the following context which provides information for collaborating third parties,Ct [ ] = νctout .νc

t
in .( | Q)

satisfyingbn(Pw ) ∩ fn(Ct [ ]) = ∅ and
eqci2:

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ R
〈Ψ t ,∅,ctout ,c

t
in〉

T ,

the protocol satisfiesciprivθ,δ.
1) By applying contextCt [ ] on both sides of (eqci1), we have
eqci3:

Ct [CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ Ct [CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]].

2) By applying the evaluation contextCt
h [ ] = νctout .( | in(ctout , x)) (x is a fresh variable), on both sides of (eqci3), we have

eqci4:

Ct
h [Ct [CPw

[R̂i{id/id i , t1/τ} | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ C
t
h [Ct [CPw

[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

3) According to Lemma 4 and Lemma 5, we move the position of contextsCt
h [ ] andCt [ ] and have

eqci5:

CPw
[R̂i{id/id i , t1/τ} | RD | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

4) By applying contextCt
h [ ] on both sides of (eqci2), we have

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ C
t
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]

Because of Lemma 3, we have
Ct
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ] ≈ℓ RT

Thus, by transitivity, combining the above two equivalences, we have

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ RT .

Thus, by applying contextsCPw
[R̂i{id/id i , t1/τ} | RD | ] andCPw

[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | ] on both sides of
the above equivalence, because of transitivity via (eqci5), we have
eqci6:

CPw
[R̂i{id/id i , t1/τ} | RD | RT ] ≈ℓ CPw

[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | RT ].

5) SinceRT can be absorbed by the contextCPw
[ ], we have

eqci7:
CPw

[R̂i{id/id i , t1/τ} | RD] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉)].

Thus, the protocol satisfiescpriv.

24



2. There existsθ such thatcprivδ 6=⇒ ciprivθ,δ.

We prove the statement by showing an example in which a protocol satisfiescprivδ for someδ but noteprivθ,δ for someθ. For
instance, Dreier et al. prove that the protocol by Lee et al. [29] satisfies vote-privacy – an instance ofcpriv where coalition is
the counter-balancing voter votes differently from the target voter, but not vote-independence – an instance ofcipriv where the
coalition is the same as incpriv and the attacking third party is the third voter [20].

(2) ∀ρ, cieprivρ,θ,δ =⇒ ciprivθ,δ
We prove the statement in the following two directions: 1.∀ρ, cieprivρ,θ,δ =⇒ ciprivθ,δ 2. ∃ρ, θ, δ, ciprivθ,δ 6=⇒ cieprivρ,θ,δ

1. ∀ρ, when a protocol satisfiescieprivρ,θ,δ for someθ, δ, we prove that the protocol also satisfiesciprivθ,δ.

For a collaborationρ = 〈Ψ ,Φ, cout , cin〉, when a well-formed protocolPw satisfiesciepriv w.r.t. τ , 〈Ψ ,Φ, cout , cin〉,
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) andRD, 〈Θ ,∆,Π 〉, there exists a closed plain processPf , such that for any contextC[ ] = νcout .νcin .( |Q)

satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqiei1:

CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉] | RT | RD] ≈ℓ CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RT | RD],

we have
eqiei2:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

eqiei3:

CPw
[C[R̂i{id/id i , t/τ}

〈Ψ ,Φ,cout ,cin〉] | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

1) Similar as in proving∀ρ, ieprivρ,θ =⇒ iprivθ, we can prove that if a contextC
′

[ ] = νcout .νcin .( |Q
′) satisfiesbn(Pw ) ∩

fn(C[ ]) = ∅ and
eqie4:

CPw
[C

′

[R̂i{id/id i , t/τ}
〈Ψ ,Φ,cout ,cin〉] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ],

then this context satisfies the following equivalence (replacingC[ ] with C
′

[ ] in (eqiei1)) whenRT exists.

CPw
[C

′

[R̂i{id/id i , t/τ}
〈Ψ ,Φ,cout ,cin〉] | RT | RD] ≈ℓ CPw

[R̂i{id/id i , t1/τ}
〈Ψ ,∅,cout ,cin〉 | RT | RD].

2) Thus, forC
′

[ ], the following equivalence holds (replacingC[ ] with C
′

[ ] in (eqiei2) and (eqiei3)).
eqiei5:

νΩ .(νη.(C
′

[Pf ]
\(cout ,·)

| Pγ) | R
〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

eqiei6:

CPw
[C

′

[R̂i{id/id i , t/τ}
〈Ψ ,Φ,cout ,cin〉] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .(νη.(C

′

[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

3) Combining (eqiei4) and (eqiei6), we have
eqiei7:

CPw
[νΩ .(νη.(C

′

[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ≈ℓ CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]

4) By applying evaluation contextCh [ ] = νcout .( |!in(cout , x)) (x is a fresh variable) on both sides of (eqiei7), we have
eqiei8:

Ch [CPw
[νΩ .(νη.(C

′

[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ Ch [CPw
[R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉 | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]

5) By Lemma 4 and Lemma 5, we move the position of contextCh [ ] and have
eqiei9:

CPw
[νΩ .(νη.(Ch [C

′

[Pf ]] | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[Ch [R̂i{id/id i , t1/τ}

〈Ψ ,∅,cout ,cin〉] | RD | R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]

6) Because of Lemma 3, we have

Ch [R̂i{id/id i , t1/τ}
〈Ψ ,∅,cout ,cin〉] ≈ℓ R̂i{id/id i , t1/τ},

thus, we have that the right side of (eqiei9) is equivalent to

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].
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7) By applying contextCPw
[ | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] on both sides of (eqiei2), we have

CPw
[νΩ .(νη.(C[Pf ]

\(cout ,·) | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉 | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

That is, the left side of (eqiei9) is equivalent to

CPw
[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉 | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

Therefore, by transitivity, we have

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉 | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

Therefore, the protocol satisfiesciprivθ,δ.

2. There existsρ, θ, δ such thatciprivθ,δ 6=⇒ cieprivρ,θ,δ.

We prove the statement by showing an example in which a protocol satisfiesciprivθ,δ but notcieprivρ,θ,δ for someρ, θ, δ. For
instance, Dreier et al. prove that the voting protocol FOO92[23] satisfies vote-independence – an instance ofcipriv where the
coalition is the counter-balancing voter votes differently from the target voter and the attacking third party is the third voter, but not
vote-independence with passive collaboration – an instance ofciepriv where the coalition and attacking third party are the same as
in cipriv and the collaboration is forwarding private information tothe adversary.

(1) ∀θ, cieprivρ,θ,δ =⇒ ceprivρ,δ
We prove the statement in the following two directions: 1.∀θ, cieprivρ,θ,δ =⇒ ceprivρ,δ 2. ∃ρ, θ, δ, ceprivρ,δ 6=⇒ cieprivρ,θ,δ

1. ∀θ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a protocol satisfiescieprivρ,θ,δ for someρ, δ, we prove that the protocol also satisfies

ceprivρ,δ with the existence ofRT .

For a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a well-formed protocolPw satisfiesciepriv w.r.t. τ ,

〈Ψ ,Φ, cout , cin〉, (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉) and(RD, 〈Θ ,∆,Π 〉), there exists a closed plain processPf , such that for any context

C[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqciee1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT | RD] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT | RD],

we have
eqciee2:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ}|RD)〈Θ,∆,Π 〉,

eqciee3:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

1) Since for any context of the adversary which provides information for the collaborating third parties, the equivalence (eqciee3)
holds. Thus, for the following contextCt [ ] of the adversary which provides information for the collaborating third parties, the
equivalence (eqciee3) still holds.Ct [ ] = νctout .νc

t
in .( |Q) satisfyingbn(Pw ) ∩ fn(Ct [ ]) = ∅ and

eqciee4:

Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ] ≈ℓ R
〈Ψ t ,∅,ctout ,c

t
in〉

T .

Therefore, by applying the contextCt [ ] on both sides of (eqciee3), we have,
eqciee5:

Ct [CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ Ct [CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]

2) By applying the evaluation contextCt
h [ ] = νctout .( | in(ctout , x)) (x is a fresh variable), on both sides of (eqciee5), we have

eqciee6:

Ct
h [Ct [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ C
t
h [Ct [CPw

[νΩ .(νη.(C[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]]

3) By Lemma 4 and Lemma 5, we move the position of contextCt
h [ ] andCt [ ] in (eqciee6), and have

eqciee7:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]].

4) By applying contextCt
h [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | ]] on both sides of (eqciee4), we have

eqciee8:

Ct
h [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]]] ≈ℓ C
t
h [CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,∅,ctout ,c
t
in〉

T ]].
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5) By Lemma 5, we move the position of contextCt
h [ ] in (eqciee8) and have

eqciee9:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | Ct

h [R
〈Ψ t ,∅,ctout ,c

t
in〉

T ]].

6) By Lemma 1, combining (eqciee7) and (eqciee9),we have
eqciee10:

CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | Ct

h [Ct [R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T ]]] ≈ℓ CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | Ct

h [R
〈Ψ t ,∅,ctout ,c

t
in〉

T ]].

7) According to Lemma 3, we have

Ct
h [R

〈Ψ t ,∅,ctout ,c
t
in〉

T ] ≈ℓ RT .

8) By Lemma 1, combining the above equivalence and (eqiee4), we have

Ct
h [Ct [R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]] ≈ℓ RT .

9) Thus, the left side of (eqciee10) is bisimilar to

CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | RT ]

and the right side of (eqiee10) is bisimilar to

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | RT ].

Thus,
eqciee11:

CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | RT ] ≈ℓ CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | RT ].

10) Because of rule
!P ≡ P |!P,

RT can be absorbed by the context.CPw
[ | RT ] is a type of context where there requiresRT to be present. We defineC

′

Pw
[ ] =

CPw
[ | RT ], whereRT has to be present in the context, Thus, we have

eqciee12:
C

′

Pw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D )] ≈ℓ C

′

Pw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD].

From (eqciee1), we can obtain
eqciee13:

C
′

Pw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD] ≈ℓ C

′

Pw
[R̂

〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RD],

Therefore, for any contextC[ ] satisfying (eqciee13), (eqciee2) and (eqciee12) hold. Thus, the protocol satisfiesceprivρ.

2. There existsθ, ρ, δ such thatceprivρ,δ 6=⇒ cieprivρ,θ,δ.

We prove the statement by showing an example in which a protocol satisfiesceprivρ,δ but notcieprivρ,θ,δ for someρ, θ, δ. For
instance, Dreier et al. prove that the voting protocol by Leeet al. [29] satisfies receipt-freeness – an instance ofcepriv where
the coalition is is the counter-balancing voter votes differently from the target voter and the collaboration is forwarding private
information to the adversary, but not vote-independence with passive collaboration – an instance ofciepriv where the coalition and
collaboration are the same as incepriv and the defending third party is the third voter.

C Thm. 3

(4) priv =⇒ ∃δ, cprivδ
We prove the statement in the following two directions: 1.priv =⇒ ∃δ, cprivδ 2. ∃δ, cprivδ 6=⇒ priv

1. When a protocol satisfiespriv, then there exists a coalitionδ such that the protocol satisfiescprivδ.

When a well-formed protocolPw satisfiespriv w.r.t. τ we have
eqcc1:

CPw
[R̂i{id/id i , t1/τ}] ≈ℓ CPw

[R̂i{id/id i , t2/τ}].

The contextCPw
[ ] has the following form

CPw
[ ] = νc̃.(genkey |!R1 | · · · |!Rp | ).
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Because of rule
!P ≡ P |!P,

we have (for a set of defending third partiesRD)
eqcc2:

CPw
[R̂i{id/id i , t1/τ} | RD] ≈ℓ CPw

[R̂i{id/id i , t2/τ} | RD].

Let δ = (RD, 〈∅, ∅, ∅〉) be a coalition,
eqcc3:

νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉 = R̂i{id/id i , t2/τ} | RD

Thus, by applying contextCPw
[ ] on both sides of (eqcc3), we have

eqcc4:
CPw

[νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉] = CPw
[R̂i{id/id i , t2/τ} | RD]

Because of (eqcc2), we have
eqcc5:

CPw
[R̂i{id/id i , t1/τ} | RD] ≈ℓ CPw

[νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉]

Thus, the protocol satisfiescprivδ.

2. There existsδ such thatcprivδ 6=⇒ priv.

We prove the statement by showing an example in which a protocol satisfiescprivδ but notpriv. For instance, FOO92 [23] is
shown that it does not satisfypriv w.r.t. votevote, but satisfies vote-privacy – an instance ofcpriv where the coalition is the
counter-balancing votes differently from the target voter[27].

(3) iprivθ =⇒ ∃δ, ciprivθ,δ
We prove the statement in the following two directions: 1.iprivθ =⇒ ∃δ, ciprivθ,δ 2. ∃θ, δ, ciprivθ,δ 6=⇒ iprivθ

1. When a protocol satisfiesiprivθ for someθ, then there exists a coalitionδ such that the protocol satisfiesciprivθ,δ.

For a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), when a well-formed protocolPw satisfiesepriv w.r.t. τ and

(RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), the following equivalence holds.

eqcci1:

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

Thus, we have (for a set of defending third partiesRD)
eqcci2:

CPw
[R̂i{id/id i , t1/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | RD] ≈ℓ CPw
[R̂i{id/id i , t2/τ} | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | RD].

Let δ = (RD, 〈∅, ∅, ∅〉) be a coalition, then
eqcci3:

νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) = R̂i{id/id i , t2/τ} | RD

Thus, we have

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

Therefore, the protocol satisfiesceprivθ,δ.

2. There existsθ, ρ such thatciprivθ,δ 6=⇒ iprivθ.

We prove the statement by showing an example in which a protocol satisfiesciprivθ,δ but notiprivθ. For instance, voting protocols
FOO92 are shown does not satisfiespriv w.r.t. votevote [27], thus deos not stasifesipriv, but satisfies vote-independence – an
instance ofcipriv where the coalition is the counter-balancing voter votes differently from the target voter and the attacking third
party is the third voter [20].

(2) eprivρ =⇒ ∃δ,ceprivρ,δ
We prove the statement in the following two directions: 1.eprivρ =⇒ ∃δ,ceprivρ,δ 2. ∃ρ, δ, ceprivρ,δ 6=⇒ eprivρ

1. When a protocol satisfieseprivρ for someρ, then there exists a coalitionδ such that the protocol satisfiesceprivρ,δ.

When a well-formed protocolPw satisfiesepriv w.r.t. τ andρ = 〈Ψ ,Φ, cout , cin〉, there exists a closed plain processPf , such
that for any contextC[ ]=νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqcce1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}],
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we have
eqcce2:

C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

eqcce3:
CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[C[Pf ]].

Form (eqcce3), we have
eqcce4:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD] ≈ℓ CPw

[C[Pf ] | RD].

Let δ = (RD, 〈∅, ∅, ∅〉) be a coalition, then
eqcce5:

νΩ .(νη.(C[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) = C[Pf ] | RD

By applying contextCPw
[ ] on both sides of (eqcce5) we have

eqcce6:
CPw

[νΩ .(νη.(C[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D )] ≈ℓ CPw

[C[Pf ] | RD]

Combining (eqcce4) and (eqcce6), by Lemma 1, we have
eqcce7:

CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D )] ≈ℓ CPw

[C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD]

Sinceδ = (RD, 〈∅, ∅, ∅〉), we have

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) = C[Pf ]

\(cout ,·) | RD

Because of (eqcce2), we have
eqcce8:

C[Pf ]
\(cout ,·) | RD ≈ℓ R̂i{id/id i , t2/τ} | RD.

Sinceδ = (RD, 〈∅, ∅, ∅〉), we have

Ω .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉 = R̂i{id/id i , t2/τ} | RD

Thus,
eqcce9:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ Ω .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉

Because of (eqcce1), we have
eqcce10:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RD],

Therefore, for any contextC[ ] satisfing (eqcce10), the protocol satisfies (eqcce7) and (eqcce9), thus, the protocol satisfies
ceprivρ,δ.

2. There existsδ, ρ such thatceprivρ,δ 6=⇒ eprivρ.

We prove the statement by showing an example in which a protocol satisfiesceprivρ,δ but noteprivρ. For instance, voting protocol
by Okamoto [31] does not satisfypriv w.r.t. votevote [27] in the case of unanimous result, thus does not satisfyepriv where
ρ is forwarding private information to the adversary, but satisfies receipt-freeness – an instance ofcepriv where the coalition
is the counter-balancing votes differently from the targetvoter and the collaboration is forwarding private information to the
adversary [14].

ieprivρ,θ =⇒ ∃δ, cieprivρ,θ,δ
We prove the statement in the following two directions: 1.ieprivρ,θ =⇒ ∃δ, cieprivρ,θ,δ 2. ∃ρ, θ, δ, cieprivρ,θ,δ 6=⇒ ieprivρ,θ

1. When a protocol satisfiesieprivρ,θ for someρ, θ, then there exists a coalitionδ such that the protocol satisfiescieprivρ,θ,δ.

For a collaboration of the target userρ = 〈Ψ ,Φ, cout , cin〉 and a collaboration of third partiesθ = (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉),

when a well-formed protocolPw satisfiesiepriv w.r.t. τ , 〈Ψ ,Φ, cout , cin〉 and (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉), there exists a closed

plain processPf , such that for any contextC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅ and
eqccee1:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT ] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT ],

we have
eqccee2:

C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},
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eqccee3:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ].

Because of (eqccee3), we have
eqccee4:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | RD] ≈ℓ CPw
[C[Pf ] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | RD].

Let δ = (RD, 〈∅, ∅, ∅〉) be a coalition, then
eqccee5:

νΩ .(νη.(C[Pf ] | Pγ) | R
〈Θ,∆,Π 〉
D ) = C[Pf ] | RD

By applying contextCPw
[ | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] on both sides of (eqccee5), we have
eqccee6:

CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[C[Pf ] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

By Lemma 1, combining (eqccee4) and (eqccee6), we have
eqccee7:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | RD] ≈ℓ CPw
[νΩ .(νη.(C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ]

Sinceδ = (RD, 〈∅, ∅, ∅〉), we have

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) = C[Pf ]

\(cout ,·) | RD.

Because of (eqccee2), we have
eqccee8:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ R̂i{id/id i , t2/τ} | RD

Sinceδ = (RD, 〈∅, ∅, ∅〉), we also have

νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉 = R̂i{id/id i , t2/τ} | RD

Thus, we have
eqccee9:

νΩ .(νη.(C[Pf ]
\(cout ,·) | Pγ) | R

〈Θ,∆,Π 〉
D ) ≈ℓ νΩ .(R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉

Form (eqccee1), we have
eqccee10:

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RT | RD] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ} | RT | RD]

Therefore, for any contextC[ ] satisfying (eqccee10), (eqccee7) and (eqccee9) are satisfies. Thus, the protocol satisfies
cieprivρ,θ,δ.

2. There existsθ, ρ, δ such thatcieprivρ,θ,δ 6=⇒ ieprivρ,θ.

We prove the statement by showing an example in which a protocol satisfiescieprivρ,θ,δ but not ieprivρ,θ. For instance, voting
protocol by Okamoto [31] does not satisfypriv w.r.t. votevote when all votes are unanimous. Thus, the protocol does not satisfy
iepriv w.r.t. votevote, ρ andθ, whereρ is the target voter forwarding information to the adversary, θ is the collaborating third voter
communicating with the adversary. However, the protocol satisfies vote-independence with passive collaboration – an instance of
ciepriv w.r.t. votevote, ρ, θ andδ whereρ andθ are the same as inieprivandδ is the counter-balancing voter voting differently
from the target voter [20].

D Extension

D.1 Third-party-enforced-privacy

The notion of independency-of-privacy assumes that the adversary fully trusts the third parties’ information. We can extend this notion
to a weaker one (third-party-enforced-privacy) where the third parties are assumed to lie to the adversary if it is possible. For instance,
when a third party’s revealing of information harms his own privacy, the third party is willing to lie (if it is possible) to the adversary. For
example, when the third party is a voter, the third party may not want to reveal his real vote. In this case, the assumption in independency-
of-privacy that third parties do not lie to the adversary is too strong.

A protocol satisfies third-party-enforced-privacy if the target user’s privacy is preserved under the assumption thata set of attacking
third party may be coerced by the adversary and a sub-set of the third parties lie to the adversary. It can be modelled as theexistence of a
process in which a set of coerced third parties lie to the adversary, the adversary cannot tell whether the third parties lied, and because of
the possibility of third parties lying, the adversary cannot link the target user to his sensitive data.
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Definition 19 (Third-party-enforced-privacy). A well-formed protocolPw satisfies third-party-enforced-privacy w.r.t.τ (τ ∈ bn(Ri)),
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉), if there exists a closed plain processP t

f for a sub-set of attacking third partyRTl
(RT = RTl

| RTo
), such

that,
CPw

[R
〈Ψ t ,Φt ,ctout ,c

t
in〉

T | R̂i{id/idi , t1/τ}] ≈ℓ CPw
[R

〈Ψ t ,Φt ,ctout ,c
t
in〉

To
| P t

f | R̂i{id/idi , t2/τ}]

In the definition,R̂i{id/idi} is the target user,RTl
is the set of attacking third parties who are willing to lie,RTo

is the remaining
third parties which collaborate with the adversary. The equivalence in the definition shows that even with collaboration of other attacking
third parties, a set of attacking third partyRTl

is able to lie in processP t
f , and the adversary cannot distinguish two situations: firstthe

target user uses sensitive datat1 and the third partyRTl
lies in processP t

f , second the target user uses sensitive datat2 and the userRTl

follows processP t
f

〈Ψ t ,Φt ,ctout ,c
t
in〉, and does not lie.

Intuitively, independency-of-privacy is stronger than third-party-enforced privacy. If a protocol satisfies independency-of-privacy,
then the protocol satisfies third-party-enforced-privacy. That is, the target user’s privacy is preserved when the third parties do not lie to
the adversary, then the target user’s privacy is preserved when the third parties lie. The adversary’s knowledge when the third parties are
trustworthy is more than that when the third parties are not trustworthy. Example 5 shows that a protocol not satisfying independency-of-
privacy may satisfy third-party-enforced-privacy.

Example 5. A sends toB a term(A, a) through untappable channel,B is able to reveal the link betweenA anda. Thus, this protocol
does not satisfies independency-of-privacy. In third-party-enforced-privacy, we assume that the adversary does not fully trust the third
party. The adversary suspects that the third party lies to him if the third party can. Since the communication betweenA andB is over
untappble channel,B is able to lie without being detected by the adversary. Sincethe adversary cannot detect whetherB lied, whenB
forwards dataa to the adversary, the adversary cannot distinguishA usinga whileB does not lie andA usingb whileB lies.

D.2 Others

Similarly, third-party-target-enforced-privacy, coalition-third-party-enforced-privacy and coalition-third-party-target-enforced-privacy (cor-
responding to independency-of-enforced-privacy, coalition-independency-of-privacyand coalition-independency-of-enforced-privacy, re-
spectively) can be defined by assuming attacking third parties may lie to the adversary.

Definition 20 (Third-party-target-enforced-privacy). A well-formed protocolPw satisfies third-party-target-enforced-privacy (ttepriv)
w.r.t. τ , (RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) and(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉), if there exists a closed plain processP t

f for a sub-set of attacking third
partiesRTl

(RT = RTl
| RTo

), and a closed plain processPf , such that for anyC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw )∩fn(C[ ]) = ∅

andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}], we have,

1. C[Pf ]
\(cout ,·) ≈ℓ R̂i{id/id i , t2/τ},

2. CPw
[R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T | C[R̂
〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R
〈Ψ t ,Φt ,ctout ,c

t
in〉

To
| P t

f | C[Pf ]]

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification for̂Ri , t is a free name representing a piece of
data, and〈Ψ t ,Φt , ctout , c

t
in〉 is a collaboration specification of processRT .

Definition 21. A well-formed protocolPw satisfies coalition-third-party-enforced-privacy (ctepriv) w.r.t. dataτ , (RT , 〈Ψ
t ,Φt , ctout , c

t
in〉),

and(RD, 〈Θ ,∆,Π 〉), if there exists a closed plain processP t
f for a sub-set of attacking third partiesRTl

(RT = RTl
| RTo

), such that

CPw
[R̂i{id/id i , t1/τ} | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .((R̂i{id/id i , t2/τ} | RD)〈Θ,∆,Π 〉) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

To
| P t

f ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ t ,Φt , ctout , c
t
in〉 is a collaboration specification of processRT , and〈Θ ,∆,Π 〉 is a coalition

specification defined onRU = R̂i | RD, Ω = {c | 〈Rui
,Ruj

,M, c, y〉 ∈ Θ}.

Definition 22. A well-formed protocolPw satisfies coalition-third-party-target-enforced-privacy (cttepriv) w.r.t. dataτ , 〈Ψ ,Φ, cout , cin〉,
(RT , 〈Ψ

t ,Φt , ctout , c
t
in〉) and (RD, 〈Θ ,∆,Π 〉), if there exists a closed plain processP t

f for a sub-set of attacking third partiesRTl

(RT = RTl
| RTo

), and a closed plain processPf such that for any contextC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw ) ∩ fn(C[ ]) = ∅

andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}]] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
i {id/id i , t1/τ}], we have

1. (C[Pf ]
\(cout ,·))

\(µ,·)
≈ℓ R̂i{id/id i , t2/τ},

2. CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
i {id/id i , t/τ}] | RD | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

T ] ≈ℓ CPw
[νΩ .((C[Pf ] | Pγ) | R

〈Θ,∆,Π 〉
D ) | R

〈Ψ t ,Φt ,ctout ,c
t
in〉

To
| P t

f ],

whereτ ∈ bn(Ri), Ri = νidi.ντ.R̂i , 〈Ψ ,Φ, cout , cin〉 is a collaboration specification defined on̂Ri , 〈Ψ t ,Φt , ctout , c
t
in〉 is a collabora-

tion specification defined onRT , 〈Θ ,∆,Π 〉 is a coalition specification defined onRU = R̂
〈Ψ ,Φ,cout ,cin〉
i | RD, t is a free name represent-

ing a piece of data,Ω = {c | 〈Rui
,Ruj

,M, c, y〉 ∈ Θ}, µ = {c | 〈R̂
〈Ψ ,Φ,cout ,cin〉
i ,Ruj

,M, c, y〉 ∈ Θ}, Pγ = in(c1, y1) | · · · | in(cℓ, yℓ)

with {(c1, y1), · · · , (cℓ, yℓ)} = {(c, y) | 〈Rui
, R̂

〈Ψ ,Φ,cout ,cin〉
i ,M, c, y〉 ∈ Θ}.
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E Application

E.0.1 Vote-privacy

Vote-privacy [27] is defined as the adversary cannot determine a voter’s vote with the existence of a counter-balancing voter.

CPw
[R̂v{id/id, t1/vote} | R̂v{id

′/id, t2/vote}] ≈ℓ CPw
[R̂v{id/id, t2/vote} | R̂v{id

′/id, t1/vote}]

This can be instantiated as coalition-privacy w.r.t.vote and(νt2.(R̂v{id
′/id, t2/vote}), 〈∅, {{t1/t2}}, ∅〉) where the target data is a

votevote, the defending third party is the counter-balancing voterνt2.(R̂v{id
′/id, t2/vote}) and the coalition specification is〈∅,∆, ∅〉

where the substitution∆ specifies how to replace the counter-balancing voter’s vote.

E.0.2 Bidding-privacy

Bidding-privacy [16] in sealed-bid e-auctions is defined asthe adversary cannot determine a bidder’s bidding-price, assuming the exis-
tence of a winning bid.

CPw
[R̂b{id/id, t1/bid} | R̂b{id

′/id, t3/bid}] ≈ℓ CPw
[R̂b{id/id, t2/bid} | R̂b{id

′/id, t3/bid}]

wheret1 < t3 andt2 < t3. This can be instantiated as coalition-privacy w.r.t.bid and(R̂b{id
′/id, t3/bid}, 〈∅, ∅, ∅〉) where the target

data is a bid, the defending third party is the winning bidderand the coalition specification is〈∅, ∅, ∅〉.

E.0.3 Prescribing-privacy

Prescribing-privacy [18] is defined as the adversary cannotdetermine a doctor’s prescription with the existence of a counter-balancing .

CPw
[R̂d{id/id, t1/presc} | R̂d{id

′/id, t2/presc}] ≈ℓ CPw
[R̂d{id/id, t2/presc} | R̂d{id

′/id, t1/presc}]

This can be instantiated as coalition-privacy w.r.t.presc and(νt2.(R̂d{id
′/id, t2/vote}), 〈∅, {{t1/t2}}, ∅〉) where the target data is a

prescriptionpresc, the defending third party is the counter-balancing doctorνt2.(R̂d{id
′/id, t2/vote}) and the coalition specification is

〈∅,∆, ∅〉 where the substitution∆ specifies how to replace the counter-balancing doctor’s prescription.

E.0.4 Receipt-freeness

Receipt-freeness [14] in voting is defined as the existence of Pf such that

Pf
\(cout ,·) ≈ℓ R̂v{id/id, t2/vote}

CPw
[R̂

〈Ψ ,∅,cout ,cin〉
v {id/id, t1/vote} | R̂v{id

′/id, t2/vote}] ≈ℓ CPw
[Pf | R̂v{id

′/id, t1/vote}]

This can be instantiated by coalition-enforced-privacy w.r.t. vote 〈Ψ , ∅, cout , cin〉 and(νt2.(R̂v{id
′/id, t2/vote}), 〈∅, {{t1/t2}}, ∅〉),

where the target data and the coalition are the same as in vote-privacy, and the collaboration specification is〈Ψ , ∅, cout , cin〉 whereΨ
contains all private terms generated and read-in in the target voter process.Ψ in a processR is given byOutTerm(R).

OutTerm(0) = ∅
OutTerm(P | Q) = OutTerm(P ) ∪ OutTerm(Q)

OutTerm(!P ) = OutTerm(P )
OutTerm(νn.P ) = {n} ∪ OutTerm(P ) whenn is name of base type,
OutTerm(νn.P ) = OutTerm(P )otherwise

OutTerm(in(v, x).P ) = {x} ∪ OutTerm(P ) whenn is name of base type,
OutTerm(in(v, x).P ) = OutTerm(P )otherwise

OutTerm(out(v,M).P ) = OutTerm(P )
OutTerm(if M =E N then P else Q)

= OutTerm(P ) ∪ OutTerm(Q)

E.0.5 Coercion-resistance

Coercion-resistance [14] in voting is defined as the existence ofPf such that for any contextC[ ] = νcout .νcin .( |Q) satisfyingbn(Pw )∩

fn(C[ ]) = ∅ andCPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
v {id/id i , t/vote}]] ≈ℓ CPw

[R̂
〈Ψ ,∅,cout ,cin〉
v {id/id i , t1/vote}], we have

C[Pf ]
\(cout ,·) ≈ℓ R̂v{id/id, t2/vote}

CPw
[C[R̂

〈Ψ ,Φ,cout ,cin〉
v {id/id, t1/vote}] | R̂v{id

′/id, t2/vote}] ≈ℓ CPw
[C[Pf ] | R̂v{id

′/id, t1/vote}]
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This can be considered as an instance of coalition-enforced-privacy as well, where the target data and the coalition arethe same as in
vote-privacy, and the cooperation specification is〈Ψ ,Φ, cout , cin〉 whereΨ contains all private terms generated and read-in in the target
voter process andΦ contains all the send out terms.Φ in a processR is given byReplaceTerm(R).

ReplaceTerm(0) = ∅
ReplaceTerm(P | Q) = ReplaceTerm(P ) ∪ ReplaceTerm(Q)

ReplaceTerm(!P ) = ReplaceTerm(P )
ReplaceTerm(νn.P ) = ReplaceTerm(P )

ReplaceTerm(in(v, x).P ) = ReplaceTerm(P )
ReplaceTerm(out(v,M).P ) = {M} ∪ ReplaceTerm(P )
ReplaceTerm(if M =E N then P else Q)

= ReplaceTerm(P ) ∪ ReplaceTerm(Q)
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